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Abstract  In this article, the Normal Inverse Gaussian Distribution model (NIGDM) is extended to a new 
Extended Normal Inverse Gaussian Distribution (ENIGDM) and its derivate models find many applications. The 
author proposes a new model ENIGDM, which generalizes the models of normal inverse Gaussian distribution. This 
class of ENIGDM is to approximate an unknown risk-neutral density. The paper discusses different properties of the 
ENIGDM. In particular, the applicability of this new general model with five parameters is well justified by more 
results which represent mixtures of inverse Gaussian distributions. Then a discussion is begun of the potential of the 
normal inverse Gaussian distribution and Lévy’s process for modeling and analyzing statistical data, with a 
particular reference to extensive sets of observations and applications in wide varieties. 
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1. History and Definition 

The model of inverse Gaussian distribution is the 
inverse of one continuous normal distribution widely used 
in complex applications. This type of distribution was first 
derived by Schrödinger in 1915 during his study of the 
first time of the Brownian movement, which is addressed 
in the article [1]. This distribution was proposed by 
Étienne Halphen [2]. The inverse Gaussian name proposed 
by Tweedie was adopted in 1945 [3]. 

The models of inverse normal distribution represent an 
exponentially composite model that has only one pattern 
and has a long tail to the right. This type is one of the 
distributions implemented in the generalized linear model 
tracking procedure [4]. This distribution is used to track 
data with positive deviation, as well as a variety of diverse 
applications in economics and business, survival analysis, 
finance, medicine, and even in labor dispute resolution [5]. 
Convolution of the inverse normal distribution model (a 
Wald distribution) and exponent (an ex-Wald distribution) 
is used as a model for response times in psychology [6]. 

The normal inverse Gaussian distribution model was 
first studied in a study aimed at tracking Brownian motion 
in physics in 1956. M.C.K. Tweedie first used it as 
Inverse Gaussian because there is an inverse relationship 
that expresses the time required to cover the distance of 
the unit and the distance covered at the time of the 
approved unit [7]. 

 After the positive results obtained by the research, the 
model was adopted by Tweedie in 1957 and became 
known by the name, and then was determined and studied 
for some of its statistical characteristics. Due to the 
impressive results he has shown in practical applications, 
more articles have been devoted to this distribution among 
the continuous probability distributions that reflect various 
natural events, and have many practical applications in the 
field of probability and statistics branches which helped to 
show many statistical uses derived from the fact that errors 
Randomization often follows normal distribution [7]. 

Blaesild observed the reverse Gaussian distribution 
model in 1977 as a subclass of the generalized hyperbolic 
distribution discovered by Ole Barndorff-Nielsen [8]. It is 
widely used in geological statistics, statistical linguistics, 
finance etc. It was rediscovered and widely disseminated 
by Ole Barndorff-Nielsen [9], who called it the normalized 
generalized reverse distribution model. Therefore, they are 
suitable for modeling phenomena where there is a higher 
probability of obtaining very high values compared to 
normal distribution [1]. 

The generalized general Gaussian distribution model is 
the distribution of a newly flexible closed shape that can 
be applied as a model for heavy-tailed operations. Also it 
is known as the Sichel distribution, after this, H. 
Barndorff-Nielsen and Halgreen proved that Gaussian 
inverse generalized distribution is indivisible and shows 
complete and expanded results [10]. Its statistical 
characteristics are discussed further in several specialized 
research articles [11,12]. 
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Previously, Wald re-derived this distribution in 1947 as 
the preferred distribution showing the exact shape of a 
small sample in the sequential probability ratio test [3]. 

The reverse Gaussian normal distribution model is one 
of the commonly used distributions for modeling data 
lifetime or reaction time data and following the resulting 
improvements. When we examine reliability, the choice of 
distribution depends on the mechanism of failure, and is 
particularly useful for modeling long-tail data which are 
positively skewed [13]. 

Interested readers can refer to the books of Johnson et 
al where he explains many of the reasons why distribution 
has shown its positive form [14], and they can refer to 
Seshadri [2] for more details. The normal reverse 
Gaussian distribution model, also known as the Wald 
distribution, is the ideal candidate for modeling correct 
deviant positive data due to the fact that inference theory 
and methodology are very similar to natural theory and 
methods [15]. 

2. Mathematical Description and Theory 

Let X is a random variable representing the normal 
inverse Gaussian distribution model NIGDM (1) and has 
a probability density function (pdf) with a one parameter 
given by: 
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We call this model the normal inverse Gaussian 
distribution model with one parameter defined by equation 
(1) and symbolized by the formula NIGDM (1). The 
expression of the model expressed in equation (1) has 
been expanded so that a new parameter has been added to 
become an identifier in terms of two parameters. The pdf 
form given by [16]: 
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Where 0µ  is the mean and 0λ  is the shape 
parameter. We call this new form the normal inverse 
Gaussian distribution model and is symbolized by the 
formula NIGDM (2). The equation in formula (2) is 
generalized of equation (1) in case 2.λ µ=  In this form, 
the mean and variance of the distribution are equal 

2.λ σ µ= =  
A common special case of the above arises when the 

Brownian motion has no drift. In that case, parameter µ  
tends to infinity, and the first passage time for fixed level 
α  has pdf [15]. 
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The equation in formula (3) is generalized of equation 

(2) in case 0,µ =  
2

.αλ
σ
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 This is a Lévy distribution 

with parameters
2

2
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σ
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inverse Gaussian distribution model is a two-parameters 
and its pdf for various values of the parameters µ and λ  
is showed in Figure 1((a), (b)).  

 

Figure 1. ((a), (b)): Graph of ),,( λµxfX  for various values of µ  
and λ  

This is related to the canonical form of the two-
parameters normal inverse Gaussian distribution model 
when written in it’s full form with scale parameter and 
location parameter by taking special cases where the 
parameter is used by the first model. The Figure 1 ((a), (b)) 
shows almost no impact of changing parameters and it is 
clear that the distribution has great flexibility in the 
representation of samples that show the mathematical 
models that follow this distribution [11]. 

Usually the mistake made by researchers is to assume 
that the inverse gamma tail will be cut in such a way that 
the image is beautiful. It turns out that when the volumeλ  
is small, then it is possible to observe the presence of very 
large values, which are difficult to do without. Many cases 
have been demonstrated that by plotting graphs of random 
samples of various parameters settings can be oriented 
completing its information in a field close to the tail end 
of the curve. Some cases of the Gaussian inverse normal 
distribution model and the function of probability density 
values, and the cumulative distribution of different  
values of the parameters µ and λ are illustrated in  
Figure 2 ((a), (b)). 
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Figure 2. ((a), (b)): Graph of ),( λxf X and ),( λxFX  for various 
values of µ and λ  

The pdf of normal inverse Gaussian distribution model 
with three parameters ENIGDM (3) form given by [9]; 
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Where ,γ−∞ +∞   γ  is a threshold parameter  , 
0µ  is the mean and 0λ is the shape parameter. 

Hence, the ENIGDM (3) is an asymmetric distribution 
with high kurtosis for small values of the shape parameter
λ , but gradually becomes symmetric with normal-like 
shape as the value of λ  increases. 

The four-parameter extended Gaussian inverse natural 
distribution of ENIGDM (4) was first introduced by 
Barndorff-Nielsen (1997) as a normal medium-contrast 
mixture with Gaussian mixture distribution, which is 
studied in detail in the reference [7]. 

This generalization allows the elements of the 
ENIGDM (4) model identification to be fully 
demonstrated by four real-value parameters that have 
natural explanations that show great flexibility when 
representing the target data. After this model, the 
researcher can design a wider variety of pure and mixed 
distribution data. This model is often used in financial 
applications because of the weight of the distributions  
tail which shows the emergencies occurring in the  
tail-represented limbs. The pdf function of the normal 
reverse Gaussian distribution model with four ENIGDM 
(4) parameters is given by the following equation by; 
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Where ( ) ( ) 21 /x xφ µ γ= + −    and ( ).rK  denotes the 
modified Bessel function of the third kind of order r 
evaluated at x. A particularly important property is that the 
ENIGDM (4) is closed under convolution. Each parameter 
of the pdf plays its own role on approximating the curve to 
the data. 
µ  is the location parameter and determines the shift of 
the distribution 
λ  determines the tail heaviness (tail heaviness (real)). 
σ  determines the asymmetry of the distribution (scale 
parameter(real)). 
β  is the scale parameter and determines how spread out 
the distribution is. 

The ENIGDM (4) model is a flexible, modern,  
closed-form distribution that can be applied as a model for 
heavy-tailed operations. These results encouraged 
researchers to look for broader models, and ENIGDM (4) 
of Barndorff-Nielsen was extended. The resulting model 
has a more flexible lag structure than the original model, 
and the density function of this pdf is referred to in the 
literature as Bessel modified type III. In 2013, Barndorff-
Nielsen et al submitted one pdf of the Lévy distribution 
model with five parameters form by [8]; 
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Where ( ).1K  denotes the modified Bessel function of the 
third kind of order 1 evaluated at x. During the 
generalized formula, normal inverse Gaussian distribution 
is defined as a variance-mean and seen to be a medium 
variation of the mixing distribution. The vocabulary of the 
distribution is required to be a homogeneous and 
integrated Lévy model of the random process. The process 
of determining the parameters of the inverse type Lévy 
contributes to tracking the decomposition of the random 
phenomenon [8]. 

In addition, the most important characteristic of the 
model is that the volatility and sequence of processes are 
derived. The ENIGDM (4) model is not included in the 
statistics toolbox because it expresses traces in the tail part, 
and because the model can also be considered as a specific 
phenomenon of emergency variability, which justifies the 
generalization and extension of the pdf function of 
ENIGDM (4) in terms of five key parameters. 

3. New Extended Normal Inverse 
Gaussian Distribution 

A review of some of these models includes the 
exponentiated Normal Inverse Gaussian distribution. In 
the last few years, new classes of distributions were 
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proposed by extending the Normal Inverse Gaussian. The 
new model is named as new extended Normal Inverse 
Gaussian distribution. The pdf of normal inverse 
Gaussian distribution model with four parameters 
ENIGDM (5) distribution model with five parameters 
form by; 
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Where ( ) ( ) 21 /x xφ µ γ= + −    and ( ).Kγ  denotes the 
modified Bessel function of the third kind of order r 
evaluated at x.  

The suggested parameters for the modified model are 
five parameters; 
µ  is a location parameter. 
λ  is a tail heaviness parameter. 
σ  is a asymmetry scale parameter. 

22 σλγ −=  is a threshold parameter. 
β  is a scale spread parameter. 

The suggested gamma parameter is expressed as the 

square root ( 2 2λ σ− ) of the squares of λ  and ,σ  
which is known only when the parameter values are 
limited to the field in which the square root value is 
determined in the conventional form ( )( ) 0.λ σ λ σ− + ≥  

The identification of the domain for each parameter λ , 
σ  and β  allows the scope of its application and the 
sensing of forecasts of financial indicators and the stock 
exchange, which is proposed for future research. 

In the scope of clarifying some aspects of the extension 
of the formula of the proposed model we review the specific 
case, and clarify the development of the threshold parameter 
formula in the new model presented in terms of pdf as follows: 
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We call this new form the extended normal inverse Gaussian 
distribution modified with three parameters and symbolized 
by the formula ENIGDM (3). The formula suggested in 
equation (8) is the same as the formula proposed in 
equation (4) with some modification of the threshold 
parameter. 

In order to clarify this model expressed in terms of 
three parameters, we review the most basic properties. 
Then we study the model in the case of a mixture of 
models from this model proposed. 

4. Properties of Normal Inverse Gaussian 
Distribution Model 

The following proposition shows the important properties 
of the normal-inverse Gaussian distribution. 

Property (1): The normal-inverse Gaussian distribution  
is a two-parameters family NIGDM (2). With natural 
parameters ( )22/ µλ−  and ( )2/λ− , and natural statistics 
X and (1/X). 

Proof: The result follows by using the transformation 
technique. The proof of this is simple and straightforward. 

Property (2): Let X be a Random variable with 
normal-inverse Gaussian distribution of two parameters 
NIGDM(2). Then  

1. ( )E X µ=  

2. ( ) 1 11/E X µ λ− −= +  
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3
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Proof: By definition of the normal-inverse Gaussian 
distribution, the proof of this is simple and 
straightforward. 

Property (3): Let X  be a Random variable with 
normal-inverse Gaussian distribution of two parameters 
NIGDM (2). Then  
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Proof: By definition of the normal-inverse Gaussian 
distribution, the proof of this is simple and straightforward. 

Property (4): Let Y  be a Random variable with the 
normal-inverse Gaussian distribution of two parameters 
NIGDM (2). Then  

1. ( ) ,E Y µ=  

2. ( ) 3 2Var Y µ σ=  
Proof: The result follows by using the transformation 

technique. The result follows by changing the formula of 
parameters. 
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Property (5): Let Y  be a Random variable with  
the normal-inverse Gaussian distribution of two 
parameters NIGDM (2) ( )2,~ σµIGY  (Inverse  
Gaussian distribution). Then the cumulative distribution 
function is 
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Proof: The result follows by using the transformation 
technique. By definition of the normal-inverse Gaussian 
distribution, we have 
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For changing parameters  
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Property(6): If 1X  and 2X are independent random 
variables that are NIGDM (2) normal inverse Gaussian 
distributed with the same  two values of the parameters 
α and β , but possible different values of the location 
and scale parameters 11,σµ  and 

22 ,σµ respectively, then

21 XX + is ENIGDM (4)  extended normal inverse Gaussian 
distributed with four parameters ,α  ,β  21 µµ + and 

21 σσ + . 
Proof: The result represents the class of normal inverse 

Gaussian distributions which is closed under convolution 
in the following sense. The proof of this is simple and 
straightforward. 

Property (7): Let X  be a Random variable with 
extended normal-inverse Gaussian distribution of two 
parameters ENIGDM (5). Then  
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Proof: By definition of the normal-inverse Gaussian 
distribution, the proof of this is simple and 
straightforward. 

5. Mixtures of Normal Inverse Gaussian 
Distributions 

The normal inverse Gaussian distribution model is 
defined as a variance-mean mixture of a normal 
distribution with the inverse Gaussian as the mixing 

distribution [11]. Some extensions of the stochastic 
volatility type are constructed via an observation-driven 
approach to state space modeling. Interestingly, NIGDM 
(3) distribution is a versatile distribution in its own right 
and has been used in fatigue crack growth and reliability; 
see Birnbaum and Saunders [17]. 

We consider the filtering problem for a partially 
observable stochastic process, and the solution of 
nonlinear system taken by solution of difference equations, 
which provides a stochastic metallization for parameters 
of the normal inverse Gaussian distribution model. 

Extended normal inverse Gaussian distribution modified 
with three parameters ENIGDM (3) is a right skewed 
distribution and it plays an important role in reliability 
analysis. Because of its exibility and several other 
interesting properties, it has always been a popular 
alternative to the recent modifications of extended 
Weibull family’s distributions [18], log-normal, gamma 
and other similar skewed distributions [17]. Jorgensen, 
Seshadri and Whitmore [19] introduced a new distribution 
of a new NIGDM (3) which was presented as follows. 

Suppose  ),,ENIGDM(~ iiiiX σλµ and it has the pdf as 
follows: 
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i
p  and 

),,( iii σλµ  is the parameters of the ENIGDM (3)  

of the i-th component. For 2=n suppose 

21 )1( XppXX −+= is a mixture of 1X  and 2X  and 
the probability density function (pdf) of X  is 
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ENIGDM (3) is a right skewed distribution and it plays 
an important role in reliability analysis because of its 
exibility and several other interesting properties. Due to 
these properties, considerable results have been made by 
aspects of this mixture of distributions. 

It should be mentioned here that Kundu, Kannan and 
Balakrishnan [20] also studied independently the shape of 
the hazard function of the special case of ENIGDM (3) 
and provided some approximation of the change point of 
its hazard function. 

The readers are referred to Gupta and Akman for 
simple cases related with this model [3]. Therefore many 
key properties of the ENIGDM (3) model will be directly 
applicable here for different reliability properties of the 
ENIGDM (3). A statement of the normal-inverse 
Gaussian distribution was drawn as a mixture of  
two vehicles of the same normal-inverse Gaussian 
distribution as shown in Figure 3. ((a), (b)). It is clear that 
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the mixture gives an extra charge to follow and explore 
the sub-characteristics of each distribution of the mixture, 
thus providing additional potential for applications. 

 

Figure 3. ((a), (b)): shows the probability density function of the 
normal-inverse Gaussian distribution mixture data in terms of three 
parameters µ ,λ and σ  

6. Applications and Conclusions 

The studied references showed many special and basic 
applications of some models derived from the general 
model of the extended normal inverse Gaussian distribution. 
The normal inverse Gaussian distribution model has many 
similarities to standard Gaussian (normal) distributions, 
which lead to applications in inferential statistics. Thus, 
the most important applications are as follows: 

Extended normal inverse Gaussian distribution model 
family are very interesting for applications. These areas of 
application imply a need for extending the inverse 
Gaussian Lévy process so as to accommodate certain, 
frequently observed, temporal dependence structures. 

The Extended normal inverse Gaussian distribution model 
was first introduced in [9,21] to model financial processes 
and has since then found many applications. It was 
introduced to signal processing in financial processes [22]. 

The Entropy characterization of the inverse Gaussian 
family and using it was to construct a goodness-of-fit test 
for ascertaining appropriateness of such models. 
Goodness-of-fit test for the inverse Gaussian distribution 
chance to study the new entropy estimation using simple 
random sampling techniques [11]. 

ENIGDM (3) obtains a superior fit compared to the 
Gaussian model when applied to spot price data from the 
oil and gas markets. Each responsibility is addressed to a 
particular basic case of the general extension formula in 
terms of three parameters. The main one in this case is the 
expression of the threshold parameter in terms of two 
parameters whose range can be determined for the value 
of the square root to take the real values. 
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