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Abstract  Good quality, timely and accurate statistics lie at the heart of a country's effort to improve development 
effectiveness. As a response to the challenge of measuring the institutional capacity of a country in producing timely 
and accurate statistics, the World Bank developed its framework for the Statistical Capacity Index (SCI). Although 
the World Bank's framework is acknowledged for its simplistic approach, it has received extensive critique for the 
ad-hoc allocation of weights. This research attempts to find a solution to this criticism using a statistical 
methodology. Country information used by the World Bank to create the SCI for the year 2014 was considered. The 
data consisted information on 25 categorical variables out of which 16 were binary variables and 9 were ordinal 
variables. Nonlinear Principal Component Analysis (NLPCA) was conducted on the categorical data to reduce the 
observed variables to uncorrelated principal components. Consequently, the optimally scaled variables were used as 
input for factor analysis with principal component extraction. The results of the factor analysis were used to weight 
the new SCI. The dimension, availability and periodicity of economic and financial indicators explained most of the 
variance in the data set. The research proposes a simpler version of the new SCI with only 23 variables. In the 
proposed new index, the variables enrolment reporting to UNESCO, gender equality in education and primary 
completion indicators were the three variables receiving the largest weight. These three indicators measure the 
periodicity of reporting data on educational statistics to UNESCO; periodicity of observing the gross enrolment rate 
of girls to boys in primary and secondary education; and periodicity of observing the PCR indicator which is the 
number of children reaching the last year of primary school net of repeaters respectively. This research represents 
the first attempt to create a SCI using multivariate statistical techniques and especially index construction with 
NLPCA. The research concluded with a comparison of the proposed new index and the index created by the World 
Bank, which justified that the proposed index be used as a solution for the arbitrary allocation of weights in creating 
the SCI. 
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1. Introduction 

Statistical Capacity is defined as "a nation's ability to 
collect, analyze, and disseminate high-quality data about 
its population and economy"[17]. The World Bank has 
been actively involved in strengthening the statistical 
capacity of developing countries particularly through 
investment in national statistical systems. This has paved 
way for the greater need to measure the progress and 
results of these projects. As a response to this need, the 
World Bank has been rating over 140 developing 
countries for their statistical capacity. 

The Statistical Capacity Indicator (SCI) was developed 
by the World Bank to assess the national statistical capacity 
of over 140 developing countries. The SCI is accessible 
through the World Bank website and it is been updated 
annually since its inception in 2004. The diagnostic 
framework of the SCI uses metadata information available 

for most countries to monitor progress in statistical 
capacity building over time. The framework adopted by 
the World Bank has three main dimensions namely, 
statistical methodology, source data, periodicity and 
timeliness. The countries are scored against specific 
criteria using information on 25 sub indicators available 
from the World Bank, UNESCO, UN, WHO, and IMF [16] 
(See Appendix A). 

The multi-dimensional approach followed by the World 
Bank in developing the SCI is based on the intuition that 
producing and disseminating quality statistics require a 
certain level of capacity in all of the three dimensions. An 
imbalance in any one of the three dimensions would 
indicate a weakness in some aspects of the statistical 
process. Hence, this type of composite measure would 
shed light on data quality and on areas that the countries 
need to focus on improving to produce and disseminate 
reliable and timely statistics. 

According to [5], the primary advantage of the 
methodology adopted by the World Bank is that metadata 
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from existing databases of international organizations can 
be used in the compilation of the indicators. Hence, the 
countries will not have the additional burden of data 
collection, reporting and country visits. In addition, 
through this approach the consistency of information 
across countries and time will be preserved. 

However, there are some apparent issues in the 
statistical capacity indicator developed by the World Bank. 
Reference [15] report has highlighted some potential 
issues of the current SCI. The first problem is the choice 
of the indicators used to measure statistical capacity. The 
second problem is that the SCI mainly capture the 
availability of statistical outputs rather than the outcomes 
and impacts of improved statistical capacity. Furthermore, 
according to Reference [13], only six items out of the 
twenty-five indicators encompassing the SCI actually 
relate to statistical capacity aspects and "as many as 19 
items (accounting for around 77% of the overall score) 
relate to statistical activities and outputs" [[4], p.158]. 

Moreover, both [15] and [13] discuss the limitations of 
the SCI in the context of the choice of the weights  
used and the method of aggregation. Reference [13] 
believes that some of the weaknesses in the current SCI 
can be avoided by improved method of aggregation by 
minimizing the weights allocated to statistical activities 
and outputs. 

In addition, the possibility of using statistical 
methodologies and techniques of index construction have 
not been explored in the development of the SCI. 
Literature reveals that multivariate techniques can be used 
for index creation and thus may be used to derive more 
appropriate and sensible weights for the twenty-five 
indicators of the current index. Therefore, the key 
objective of this study is to explore the possibility of using 
multivariate techniques and improving the statistical 
capacity index. 

Several different weighting techniques exist derived on 
statistical models or on participatory methods. Statistical 
methods to index construction mainly base on weights 
derived using techniques such as factor analysis, data 
envelopment analysis and unobserved components models 
[14]. Reference [1] discusses the use of multivariate 
methods applicable in index construction where a wealth 
index is constructed using principal component analysis. 
Similarly, [7] has developed a socioeconomic index to 
differentiate disadvantaged areas from the more privileged 
areas using Principal component analysis (PCA) and 
Factor analysis (FA). Various other studies too have 
adopted similar methodologies of index construction and 
have extensively reviewed the use of PCA in constructing 
socio-economic status indices, their validity and 
limitations. Furthermore, [3] explored the possibility of 
using Principal component analysis in deriving the Human 
development index (HDI). However, the PCA method 
yielded weights that are nearly identical to those used in 
the HDI and hence the simplistic approach in the existing 
HDI was preferred. 

Nevertheless, Principal component analysis and Factor 
analysis are widely used data reduction techniques for 
continuous data. Hence, PCA or FA is not suitable for 
categorical data as treating categorical variables as 
continuous variables are not meaningful. The handbook on 
constructing composite indicators [14] suggests the use of 

Correspondence Analysis (CA) in constructing composite 
indicators when there are categorical variables. To analyze 
the relationship among several categorical variables an 
extension of CA, Multiple correspondence analysis (MCA) 
can be used.  

Reference [2], used Multiple correspondence analysis 
to develop a multi-dimensional poverty indicator. Results 
obtained from MCA can be interpreted similar to a  
PCA solution. In deriving the poverty indicator [2]  
has only retained two factorial axes as the two axes 
together explain sufficient amount of inertia (variance) in 
the data set. The weights for the index are derived  
using the factorial scores of the variables in the first two 
axes. In fact, MCA is the oldest application of PCA to 
categorical variables. However, [12] raise concerns over 
the interpretability of MCA solutions as they are 
expressed in terms of combinations of categories for each 
of the individual variables. This will complicate the 
interpretability of the MCA results, because MCA yields 
factorial scores for each level of the categorical variables. 
Hence, indices based on MCA will have weights for each 
level of the categorical variable. Thus, these types of 
indices will have little practical use over the long term. 

Nonlinear Principal Component Analysis (NLPCA) 
also known as Categorical Principal Component Analysis 
(CATPCA) is an alternative to PCA, that is useful for 
analyzing multivariate data with different measurement 
levels. Similar to PCA Nonlinear Principal Component 
Analysis is also a data reduction technique, which in 
addition can reveal nonlinear relationships among  
the variables. The basic methodology behind NLPCA is 
the transformation of the categories of variables  
with nominal and ordinal analysis level to numeric values 
using a process called optimal scaling. Hence, these 
transformations will be optimal to the model being fitted 
[9]. 

Many researchers have not explored the use of NLPCA 
in index construction as it is a relatively new approach. 
However, NLPCA is able to overcome most of the 
limitations of the traditional PCA and MCA methods. 
NLPCA produces a similar output to that of PCA with 
eigenvalues, component loadings and communalities [9]. 
Reference [12], also argue the use of NLPCA over other 
methods stating that the interpretability of the NLPCA 
solutions are much enhanced compared to MCA solutions 
as NLPCA produces components that are combinations of 
the variables instead of categories. Hence, weights for the 
index can be derived from the NLPCA solution in a 
similar fashion to that of weights derived using PCA or 
FA. 

The study involves creating a new statistical capacity 
index by obtaining weights for the index using statistical 
methodologies. Nonlinear principal component analysis is 
used to optimally transform the categorical variables into 
interval scale variables. To enhance the interpretability of 
the component loadings a standard factor analysis is 
performed with the optimally scaled variables. The rotated 
component loadings of factor analysis will be then used to 
estimate the weights for the composite indicator. 

Section1 gives an introduction to the study. The second 
section gives the theories and methods used throughout 
this study. The third section consists of the results  
of the statistical analysis. The final section contains the 
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conclusion on the findings of the analysis conducted in 
this research. 

2. Methodology 

2.1. Nonlinear Principal Component Analysis 
Nonlinear Principal Component analysis is the nonlinear 

counter part of standard principal component analysis, and 
similar to PCA it reduces the observed variables to 
uncorrelated principal components. In NLPCA, every 
category is converted to a numeric value with respect to 
the variable's analysis level using optimal scaling and the 
standard PCA is then performed on the transformed variables. 

2.1.1. Nonlinear Principal Component Analysis Using 
Aspects 

In Mair and de Leeuw (2010) cited in [4] the aspect 
package in R is described. The theory from de Leeuw 
(1988) cited in [4], is implemented and it is another way to 
arrive at NLPCA. 

Consider the multivariate dataset with m variables and 
the correlation matrix R(Y). The aspect ϕ describes the 
criterion to optimize and Y = (𝑦1,𝑦2, … ,𝑦𝑚) with 𝑦𝑗 as the 
vector of category scores to be computed. The optimization 
problem can be formulated simply as in equation (1), 

 ( (Y)) !R maxφ →  (1) 

For nonlinear principal component analysis Eigenvalue 
aspects ("aspectEigen") are used. The basic definition of 
an eigenvalue aspect is to maximize the largest eigenvalue 
λ of R. As a multidimensional generalization, can look at 
the sum of the first p eigenvalues as shown in equation (2), 

 ( ) ( ) ( )1( Y maxp T
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Where Z is the m×p matrix of the first p eigenvectors. 
This generalization is used in nonlinear PCA. The aspect 
is convex because it is the point wise maximum of a 
family of linear functions. Hence, majorization of eigenvalue 
aspect over transformations is guaranteed to converge.  

Source: [10] 
Conducting a NLPCA is a dynamic process in which 

the researcher plays an active role. A series of steps need 
to be followed while evaluating analysis results at each 
step and revising analysis options as required. 

2.1.2. Determining the Analysis Level of the Variables 
The researcher needs to specify a nominal, ordinal, or 

numeric analysis level for each variable in the data set. 
The analysis level of the variable determines the amount 
of freedom allowed in transforming category values to 
category quantifications. 

2.1.3. Determining the Appropriate Number of 
Components 

In a nonlinear PCA, the number of components will 
affect the analysis results, in NLPCA eigenvalues of the 

first P components are maximized. Two of the most 
frequently used methods are described below. 

• Kaiser's eigenvalue greater than one rule 
According to the eigenvalue greater than one rule, only 

the factors with eigenvalues greater than one will be 
retained for interpretation [8]. 

• Cattell's Scree test 
In this method, the plot of eigenvalues in descending 

order is examined to identify the point at which a 
significant break takes place. In other words, the point at 
which a significant "elbow" is seen indicates the suitable 
number of components to be retained in the solution. 

2.1.4. Rotation of NLPCA Solution 
Once a NLPCA is conducted, it will be required to 

interpret the results of the solution by inspecting the 
component loadings. However, unrotated solutions are 
often difficult to interpret. Reference [11] have used the 
transformed variables as input for a factor analysis with 
principal component factor extraction and varimax 
rotation (as the unrotated results of this is identical to the 
NLPCA solution). 

2.2. Factor Analysis 
Factor analysis attempts to identify underlying yet 

unobservable random quantities called factors that explain 
the pattern of correlations within a set observed variables. 

Let 𝑋1,𝑋2, … ,𝑋𝑝  denote the observed responses. Let 
𝐹1,𝐹2, … ,𝐹𝑚  denote the latent factors where m<p. The 
factors 𝐸1,𝐸2, … ,𝐸𝑝 each of which affecting only one 
response variable, are called Specific factors. Then the 
factor analysis model with m common factors can be 
written as in equation (3) in matrix notation ; where 𝜇𝑖 is 
the mean of variable i. 

 p*mp*1 p*m* 11L F(X μ) ε .= +−  (3) 

The unobservable random vectors F and ε satisfy; 
• F and ε are independent 
• E(F) = 0, Cov (F) = I 
• E(ε) = 0, Cov(ε) = ψ, where ψ is a diagonal matrix 
Source: [6] 

2.2.1. Measures of Appropriateness of Factor Analysis 
Prior to the extraction of the factors, the suitability of 

the data for factor analysis should be assessed. The two 
commonly used tests include Kaiser-Meyer-Olkin (KMO) 
Measure of Sampling Adequacy and Bartlett's Test of 
Sphericity. 

If the test is not significant, do not use factor analysis as 
the factors will not load together well. In addition, weights 
for constructing an index can only be estimated if there are 
significant correlations among the indicators. 

Once the suitability of the data for factor analysis is 
established, principal component factor analysis with 
Varimax rotation is performed on the data set. 

2.3. Weighting System and Index 
Construction 

Once the factor analysis of optimally scaled variables 
with varimax rotation is performed the factors from the 
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resulting solution will be used to calculate the composite 
indicator of statistical capacity. The following steps were 
followed to construct the index using a novel approach to 
index construction as described by Nicoletti et al. (2000) 
cited in [14]. 

• Calculate the squared factor loadings for each 
variable under each of the extracted factors. These 
correspond to the weights of each variable. 

• Group the individual indicators with the highest 
factors loadings into intermediate composite indicators. 

• The intermediate composites are aggregated by 
assigning a weight to each one of them equal to the 
proportion of the variance explained in the data set. 

3. Statistical Analysis 

Nonlinear principal component analysis is used to 
optimally transform the categorical variables into interval 
scale and identify any nonlinear relationships among  
the variables. Nonlinear principal component analysis  
for many dimensions is performed to find the most 
appropriate number of dimensions. Then the optimally 
scaled variables from the NLPCA are used as the input for 
factor analysis with principal component extraction 
method. The results of the factor analysis are used to 
derive weights for the final composite index. 

The data set used in the analytical process consists of 
data on 25 variables for 145 developing countries. All the 
variables are categorical variables with 16 binary variables 
and 9 ordinal categorical variables (See Appendix A). 

3.1. Analysis Level of the Variables 
The first step in performing a NLPCA is the specification 

of the analysis level for each variable in the data set. Since 
there is an inherent ordinal nature to the data set, all the 
variables will be analyzed at the ordinal level. The 
category order in the quantifications is maintained both on 
theoretical grounds and for the ease of interpretation. 

3.2. Number of Components 
In determining the number of components, results from 

different number of components need to be compared. 
Kaiser's eigenvalue greater than one criterion suggests a 7-
dimensional solution (the eigenvalues only vary slightly). 
However, Catell's scree test suggests a 5-dimensional 
solution.  

Since the number of components to be retained 
suggested by the two criteria used was different, a third 
criterion: interpretability of the components was 
considered. Since the interpretation of the sixth and 
seventh components in the 7-dimensional solution are 
unclear (see Appendix B2), the number of components 
selected for the final NLPCA solution was five. 

3.3. Nonlinear Principal Component Analysis 
5-dimensional solution 

It can be seen that there are seven eigenvalues greater 
than one. The proportion of variance explained by the 
seven components together is around 64%. However, 

based on the Scree test and interpretability of factors, a 5-
dimensional solution was selected. According to Table 1, 
it is evident that the first five components together explain 
approximately around 55% of the variation in the data. 
This amount is significantly high and is sufficient for 
further analysis of the data.  

In order to interpret the components, the component 
loadings were inspected. 

Table 1. Total Variance Explained by the Factors 

Factor No. Eigen value Difference Proportion Cumulative 
Proportion 

1 5.289101 2.324132 0.2116 0.2116 
2 2.964969 0.659836 0.1186 0.3302 
3 2.305133 0.547129 0.0922 0.4224 
4 1.758004 0.230064 0.0703 0.4927 
5 1.52794 0.391738 0.0611 0.5538 
6 1.136201 0.118823 0.0454 0.5993 
7 1.017379 0.070213 0.0407 0.6399 
8 0.947166 0.057012 0.0379 0.6778 
9 0.890153 0.12375 0.0356 0.7134 
10 0.766404 0.04845 0.0307 0.7441 
11 0.717954 0.051362 0.0287 0.7728 
12 0.666592 0.02958 0.0267 0.7995 
13 0.637011 0.026003 0.0255 0.825 
14 0.611008 0.047292 0.0244 0.8494 
15 0.563716 0.063892 0.0225 0.8719 
16 0.499824 0.044287 0.02 0.8919 
17 0.455538 0.03969 0.0182 0.9102 
18 0.415847 0.055617 0.0166 0.9268 
19 0.36023 0.018378 0.0144 0.9412 
20 0.341852 0.027034 0.0137 0.9549 
21 0.314818 0.068652 0.0126 0.9675 
22 0.246166 0.02406 0.0098 0.9773 
23 0.222106 0.029194 0.0089 0.9862 
24 0.192912 0.040934 0.0077 0.9939 
25 0.151978  0.0061 1 

Note: Eigenvalues greater than one are shown in bold. 

Table 2. Component Matrix 

Variable Component Communalities 1 2 3 4 5 
A -0.041 -0.286 0.166 -0.132 -0.126 0.144 
B 0.497 0.151 0.111 -0.344 0.290 0.485 
C 0.578 0.068 -0.103 -0.396 0.256 0.572 
D 0.439 -0.248 -0.091 0.029 0.226 0.314 
E 0.639 -0.377 -0.107 0.350 -0.110 0.697 
F 0.337 -0.272 -0.333 0.090 -0.017 0.307 
G 0.638 -0.215 -0.053 0.138 -0.143 0.495 
H 0.531 0.145 0.196 -0.392 -0.391 0.648 
I 0.642 -0.470 -0.096 0.327 -0.099 0.758 
J 0.166 -0.501 0.395 0.158 0.221 0.508 
K 0.091 -0.270 0.049 -0.160 0.546 0.407 
L 0.514 -0.036 -0.024 -0.029 0.160 0.293 
M 0.752 0.005 -0.391 0.049 0.074 0.726 
N 0.311 0.571 -0.368 -0.001 0.037 0.560 
O 0.342 -0.559 0.325 0.082 -0.091 0.550 
P 0.288 0.409 0.531 0.181 0.127 0.581 
Q 0.228 0.384 0.603 0.240 0.236 0.676 
R 0.354 0.608 -0.352 0.217 0.029 0.666 
S 0.211 0.385 0.604 0.440 -0.007 0.751 
T 0.603 -0.032 0.277 -0.382 -0.304 0.679 
U 0.275 0.004 0.173 -0.439 0.548 0.598 
V 0.285 0.625 -0.267 0.017 -0.021 0.544 
W 0.796 -0.013 -0.247 0.191 0.043 0.733 
X 0.367 0.302 0.255 0.291 -0.057 0.378 
Y 0.469 0.107 0.288 -0.450 -0.507 0.774 

Note: For the simplicity of representation, the twenty-five variables are 
coded from A-Y. Refer Appendix A. 
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From Table 2 it is clear that except for the variable 
National accounts base year (A), the proportion of 
variance explained by the common factors for the 
remaining twenty-four variables is approximately greater 
than 0.3, which is denoted by the communality values.  

Next, the significance of the component loadings need 
to be assessed. According to Stevens (1992), a cut-off of 
0.4 on the factor loading irrespective of the sample size 
will be adequate for interpretive purposes.  

Careful examination of Table 2 would reveal that while 
most of the variables are highly loaded on one of the five 
factors, there are few variables, which are moderately 
loaded on several factors. Hence factor rotation is 
performed as this made the interpretation of the factors 
quite difficult. Since there are no rotation options 
available in a usual NLPCA, the transformed variables 
will be used as inputs to a Factor analysis with Principal 
component factor extraction and varimax rotation. 

3.4. Testing the Appropriateness of a Factor 
Analysis 

Before performing a factor analysis, the appropriateness 
of the factor analysis was tested for the transformed 
variables. The Kaiser-Meyer-Olkin (KMO) measure of 
sample adequacy test produced an overall KMO statistic 
value of 0.77. Since the overall KMO value is greater than 
0.6, the value is higher enough to proceed with the factor 
analysis. Also, Bartlett’s Test of Sphericity was performed 
to test the strength of the relationship among the variables. 
The Bartlett’s Test of Sphericity tests the null hypothesis 
"the correlation matrix is an identity matrix". The results 
of the analysis showed a p value approximately equal to 
zero. Hence, the test is significant and can proceed with 
the factor analysis. 

3.5. Results of the Factor Analysis 

Table 3. Rotated Component Matrix 

Variable Component Communalities 1 2 3 4 5 
A -0.008 -0.339 -0.089 0.144 -0.022 0.144 
B 0.138 0.153 0.150 0.295 0.577 0.485 
C 0.277 0.221 -0.047 0.316 0.587 0.572 
D 0.468 -0.050 -0.011 -0.014 0.304 0.314 
E 0.820 -0.101 0.081 0.070 -0.058 0.697 
F 0.503 0.042 -0.226 -0.014 0.027 0.307 
G 0.652 -0.012 0.084 0.249 0.027 0.495 
H 0.147 0.084 0.105 0.775 0.089 0.648 
I 0.847 -0.182 0.042 0.069 -0.033 0.758 
J 0.276 -0.577 0.222 -0.114 0.192 0.508 
K 0.084 -0.214 -0.055 -0.219 0.551 0.407 
L 0.397 0.092 0.110 0.138 0.309 0.293 
M 0.702 0.380 -0.051 0.159 0.246 0.726 
N 0.105 0.728 0.058 0.092 0.086 0.560 
O 0.436 -0.561 0.117 0.174 0.041 0.550 
P -0.035 0.095 0.731 0.135 0.137 0.581 
Q -0.072 0.028 0.799 0.022 0.178 0.676 
R 0.205 0.765 0.198 -0.003 -0.020 0.666 
S 0.003 0.025 0.856 0.045 -0.121 0.751 
T 0.253 -0.085 0.125 0.747 0.187 0.679 
U -0.036 -0.040 0.066 0.094 0.763 0.598 
V 0.043 0.707 0.148 0.138 0.031 0.544 
W 0.759 0.298 0.119 0.150 0.175 0.733 
X 0.199 0.180 0.534 0.131 -0.059 0.378 
Y 0.070 -0.016 0.096 0.871 0.017 0.774 

Table 3 presents the results of the factor analysis with 
varimax rotation. It can be seen that the two variables 
National accounts base year (A) and Periodicity of 
agricultural census (L) have factor loadings less than 
0.400 and therefore these two variables have not loaded 
for any of the five factors. Thus, these two variables were 
not included in any one of the five factors. 

Table 4. Interpretation of factors from varimax rotation 

Factor Variable 
Code Statistical Capacity Indicator 

1 

D Consumer Price Index base year 
E Industrial production index 
F Import/export prices 
G Government finance accounting concept 
I IMF’s Special Data Dissemination Standard 

M Periodicity of poverty related surveys (IES, 
LSMS) 

W Periodicity of income poverty indicator 

2 

J Vaccine reporting to WHO 

N Periodicity of health-related surveys (DHS, 
MICS, Priority survey) 

O Completeness of vital registration system 
R Periodicity of child malnutrition indicator 
V HIV/AIDS indicator 

3 

P Access to water indicator 
Q Periodicity of Immunization indicator 
S Periodicity of child mortality indicator 
X Periodicity of maternal health indicator 

4 

H Enrolment reporting to UNESCO 

T Periodicity of gender equality in education 
indicator 

Y Primary completion indicator 

5 

B Balance of payments manual in use 
C External debt reporting status 
K Periodicity of population census 
U Periodicity of GDP growth indicator 

 
The first factor alone explains about 29.4% of the 

variation in the data out of the five factors extracted (Refer 
Appendix E1). The first factor is heavily loaded on the 
variables; IMF’s Special Data Dissemination Standard (I), 
Industrial production index (E) and Periodicity of income 
poverty indicator (W). IMF’s Special Data Dissemination 
Standard looks at the availability of timely and 
comprehensive economic and financial data in IMF's 
Bulletin Board. Hence, the first factor mostly looks at the 
availability and periodicity of economic and financial 
indicators. The first factor is also significantly loaded on 
the variables, Periodicity of poverty related surveys (M), 
Government finance accounting concept (G), Import/export 
prices (F) and moderately loaded on the variable Consumer 
Price Index base year (D), which are also indicators 
related to either economic or financial data. 

The second factor is positively loaded on the variables 
Periodicity of child malnutrition indicator (R), Periodicity 
of health-related surveys (N) and HIV/AIDS indicator (V) 
while it is negatively loaded on the variables Vaccine 
reporting to WHO (J) and Completeness of vital 
registration system (O). The variable Completeness of 
vital registration system measures the availability of 
complete registries of birth and death statistics. It is 
evident that the second factor relates to health indicators 
and mainly captures the availability and periodicity of 
health-related indicators. However, it is important to note 
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the negative signs of the factor loadings in the two 
variables J and O. This means that countries who perform 
better on the variables Periodicity of child malnutrition 
indicator, Periodicity of health related surveys and 
HIV/AIDS indicator will perform poorly in the variables 
Vaccine reporting to WHO and Completeness of vital 
registration system and vice versa. 

The third and fourth factors roughly explain around 18% 
of the variation of the first five factors each. The third 
factor is highly loaded on the variables, Periodicity of 
child mortality indicator (S), Periodicity of Immunization 
indicator (Q), Access to water indicator (P) and quite 
significantly with Periodicity of maternal health indicator 
(X). It is evident that except for the Access to water 
indicator, the other three indicators measure the periodicity of 
child/mother health indicators. 

The fourth factor has only three variables, which are all 
heavily loaded on the fourth factor. The interpretation of 
the fourth factor is quite straightforward with all the three 
indicators attempting to measure the quality of education 
provided in a country. The Primary completion indicator 
(Y) mainly captures the number of children reaching the 
last year of primary school. The periodicity of reporting 
data on education to UNESCO Institute of Statistics  
by a country is measured by the variable, Enrolment 
reporting to UNESCO (H). Similarly, Periodicity of 
gender equality in education indicator (T) provides an 
overview on the equality of educational opportunities 
provided by a country. 

The final factor, which is the fifth factor that accounts 
for the least amount of variance among the extracted 
factors, can be interpreted similar to the first factor. This 
factor is highly loaded on the variable Periodicity of GDP 
growth indicator (U) while being almost equally loaded on 
the three remaining variables. Although the four variables 
capture quite different aspects of economic data, overall 
the fifth factor too can be interpreted as a factor related to 
economic or financial indicators. 

3.5.1. Adequacy of the Fitted Model 
Once a factor analysis is carried out, the residual 

correlation matrix was inspected to ensure the adequacy of 
the fitted model. In the residual correlation matrix  
with uniqueness on the diagonal, it was seen that  
while most of the residual correlations are of order 10−2, 
there were some residual correlation values between  
0.1 and 0.3. However, given the nature of these 25 
variables and the fact that only 55% of the variance in the 
data set is being accounted for, the residual correlations 
are small enough to conclude that the fitted factor model is 
adequate.   

3.5. Constructing the Statistical Capacity 
Indicator Using Multivariate Methods 

Factor analysis can be used to group together individual 
indicators that are correlated to form an index, which 
accounts for as much as possible information common to 
the individual indicators. Therefore, the results of the 
factor analysis in the previous section were used to 
construct the index for measuring statistical capacity of 
developing countries. 

3.5.1. Weighting and Aggregation 
The new index for measuring the statistical capacity of 

developing countries will be calculated using the approach 
explained in [14].  

The matrix of factor loadings after rotation in Table 3 
was used to calculate the weights for each of the 23 
variables. Given that the square of the factor loadings 
represents the proportion of the total unit variance of the 
indicator explained by the factor, the weights for each of 
the indicators will be the normalized squared factor loadings.  

In Table 5 the normalized squared factor loadings of the 
5-dimensional factor solution with varimax rotation is 
depicted. The normalized squared factor loading for each 
variable is its corresponding squared factor loading 
divided by the variance explained by the respective factor. 
The variance explained by each of the factors of the 5-
dimrnsional factor solution with varimax rotation can be 
seen in Appendix B1. 

 2

   
    

( ?     ) 
     th

Normalized squared factor loading
of variablei

Factor loading of variablei
Varianceexpained by j factor

=
 

𝑓𝑜𝑟 𝑖 = 𝐵, … ,𝑌  ;   𝑖 ≠ 𝐿 ;  𝑗 = 1,2, … ,5. 
For example, the normalized squared factor loading of 

variable I under factor 1 would be; 

 ( )2
     

0.847
 0.176.

4.075

Normalized squared factor loading of variable I

= =
 

Interpretation of the Normalized squared factor 
loading 

In the above example: 0.176 is the portion of the 
variance of the first factor explained by the variable, 
IMF’s Special Data Dissemination Standard (I). 

Table 5. Matrix of Squared Factor Loadings Scaled to Unity Sum 

Variable Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 
B 0.005 0.008 0.009 0.036 0.166 
C 0.019 0.017 0.001 0.041 0.172 
D 0.054 0.001 0.000 0.000 0.046 
E 0.165 0.004 0.003 0.002 0.002 
F 0.062 0.001 0.021 0.000 0.000 
G 0.104 0.000 0.003 0.026 0.000 
H 0.005 0.002 0.004 0.247 0.004 
I 0.176 0.012 0.001 0.002 0.001 
J 0.019 0.117 0.020 0.005 0.018 
K 0.002 0.016 0.001 0.020 0.151 
M 0.121 0.051 0.001 0.010 0.030 
N 0.003 0.186 0.001 0.003 0.004 
O 0.047 0.111 0.006 0.012 0.001 
P 0.000 0.003 0.214 0.007 0.009 
Q 0.001 0.000 0.256 0.000 0.016 
R 0.010 0.206 0.016 0.000 0.000 
S 0.000 0.000 0.295 0.001 0.007 
T 0.016 0.003 0.006 0.229 0.017 
U 0.000 0.001 0.002 0.004 0.290 
V 0.000 0.176 0.009 0.008 0.000 
W 0.142 0.031 0.006 0.009 0.015 
X 0.010 0.011 0.115 0.007 0.002 
Y 0.001 0.000 0.004 0.312 0.000 
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In the above table the highlighted values correspond to 
the variables with high factor loadings (>0.4). These are 
the corresponding weights for each of the 23 variables. 

The last step in the construction of an index is the 
aggregation of the individual variables into a single 
composite index. The approach used by [21] was used to 
aggregate the variables and form the index. Based on this 
approach there are five intermediate composite indicators 
(Table 4) with weights for each variable given in Table 5.  

In the table in Appendix E1 it can be seen that the 
variance explained by each of the factors is different. The 
five-factor model with varimax rotation explains about 
55.4% of the total variation in the data with 16.3% by the 
1st factor, 11.4% by the 2nd factor, 10% by the 3rd factor, 
9.7% by the 4th factor and 8% by the 5th factor. Therefore, 
the importance of the factors measuring the overall 
statistical capacity is not the same. Hence, the five 
intermediate composite indicators are aggregated by 
assigning a weight to each one of them equal to the 
proportion of the variance explained in the data set. The 
proportion of variance explained is calculated as follows: 
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Proportionof varianceexplained

by the j factor

Variance explained by j factor
Total variance expained by factors

=

 

𝑓𝑜𝑟 𝑗 = 1,2, … ,5. 
For example; 
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4.075 4.075 
(4.075 2.845 2.489 2.429 2.008) 13.849

stProportionof varianceexplained by the factor
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+ + + +

 

Table 6. Weights assigned for each Factor 

Factor Weight assigned 
Factor 1 4.075/13.849 = 0.294 
Factor 2 2.845/13.849 = 0.205 
Factor 3 2.489/13.849 = 0.180 
Factor 4 2.429/13.849 = 0.175 
Factor 5 2.008/13.849 = 0.145 

 
The five intermediate composites are aggregated by 

assigning a weight to each one of them equal to the 
proportion of the explained variance in the data set. 
Therefore, each variable weight is multiplied by the 
corresponding factor weight for the final index calculation. 

      *j iWeight of the variable i F L=  (4) 

𝑓𝑜𝑟 𝑖 = 𝐵, … ,𝑌  ;   𝑖 ≠ 𝐿 ;  𝑗 = 1,2, … ,5. 
Where, 
𝐹𝑗 is the Factor weight of jth factor 
𝐿𝑖 is the Normalized squared factor loading of variable i. 

Therefore, the new SCI can be calculated as follows; 

     100Yth
i iji ANewSCI of j country w x== ×∑  (5) 

𝑓𝑜𝑟 𝑖 = 𝐴, … ,𝑌  ;  𝑗 = 1,2, … ,145. 
where 𝑤𝑖= weight of the ith variable 
𝑥𝑖𝑗= score of the ith variable for jth country 

For index values of the countries according to the New 
statistical capacity index, refer Appendix C1. 

Table 7. Final Weights for the 25 Indicators 

Variable Weight Variable Weight 
Y 0.063 M 0.044 
S 0.061 G 0.039 
I 0.060 C 0.033 
E 0.057 J 0.032 
Q 0.054 B 0.032 
H 0.051 O 0.031 
R 0.050 K 0.030 
U 0.050 X 0.029 
W 0.050 F 0.026 
T 0.048 D 0.024 
P 0.047 A 0.000 
N 0.046 L 0.000 
V 0.044   

Note: To preserve comparability final weights are rescaled to sum up to 
one. 

3.5. Proposed Statistical Capacity Indicator 
It can be seen that the new statistical capacity index 

constructed using the results of the factor analysis of 
optimally scaled variables yielded weights for each 
variable. That is there are weights for each of the 23 
variables separately. However, in reality when the 
statistical capacity indicator is to be calculated annually 
for over 140 developing countries, having different 
weights for 23 variables will be cumbersome. In addition, 
the weights derived for the variables are specific to that 
data set only.  

Therefore, a more general approach for calculating the 
index in future is proposed. The weights for the new index 
are calculated based on the proportion of the variance 
explained by each factor. Thus; 

 
     

       
       

th

th

th

Weight of variablei in j factor

Proportionof varianceexplained by j factor
Total number of variables in j factor

=
 

𝑓𝑜𝑟 𝑖 = 𝐵, … ,𝑌  ;   𝑖 ≠ 𝐿 ;  𝑗 = 1,2, … ,5. 

Table 8. Weights assigned for each Factor 

Factor Weight assigned 
Factor 1 0.294/7=0.042 
Factor 2 0.205/5=0.041 
Factor 3 0.180/4=0.045 
Factor 4 0.175/3=0.058 
Factor 5 0.145/4=0.036 

 
Therefore, the Proposed statistical capacity indicator 

can be calculated as follows; 

 

( )
( )
( )
( )
( )

Proposed SCI
0.042 scores of variables in factor 1

0.041 scores of variables in factor 2

0.045 scores of variables in factor 3

0.058 scores of variables in factor 4

0.036 scores of variables in factor 5

=

+

+

+

+

 

For index values of the countries according to the 
Proposed statistical capacity index Appendix C1. 

 



87 American Journal of Applied Mathematics and Statistics  

3.6. Comparison of Proposed SCI and New 
SCI 

A comparison of the New SCI developed using 
statistical methodologies and the Proposed SCI was made, 
by drawing the scatter plot of the statistical capacity 
indicator values of the two indices. It was confirmed that 
the two indices were almost the same by the high R2 value 
of 0.988 indicating a good fit in the data. 

Therefore, it can be concluded that the Proposed SCI is 
capable of producing statistical capacity indicator values 
consistent with the New SCI developed using statistical 
methods. Hence, the weights of the Proposed SCI can be 
used in future to measure the statistical capacities of 
developing countries. 

3.7. Comparison of Proposed SCI and SCI by 
the WB 

As mentioned in the introduction, one of the main 
motivational factors of this study was to obtain weights for 
the twenty-five variables using statistical methodologies. 
This is due to the fact that, one of the main criticisms 
against the statistical capacity index developed by the 
World Bank is the arbitrary allocation of weights that lack 
theoretical validity. Table 9 below provides a comparison 
of the variable weights according to the current index and 
the proposed index. 

Table 9. Weights according to the current index & proposed index 
(scaled to sum to 100) 

Variable Code Index by WB Proposed Index 
H 3.332 5.849 
T 3.332 5.849 
Y 3.332 5.849 
P 3.332 4.494 
Q 3.332 4.494 
S 3.332 4.494 
X 3.332 4.494 
D 3.332 4.205 
E 3.332 4.205 
F 3.332 4.205 
G 3.332 4.205 
I 3.332 4.205 

M 6.672 4.205 
W 3.332 4.205 
J 3.332 4.109 
N 6.672 4.109 
O 6.672 4.109 
R 3.332 4.109 
V 3.332 4.109 
B 3.332 3.625 
C 3.332 3.625 
K 6.672 3.625 
U 3.332 3.625 
A 3.332 0.000 
L 6.672 0.000 

 
Comparison of the results in Table 9 reveals that based 

on the five factors extracted from the factor analysis 
during the advanced analysis, the proposed index is 
composed of only 23 variables. In the current SCI the five 

variables in the second dimension, source data receive the 
largest weight of 6.672 with the remaining fifteen variables 
receiving each an equal weight of 3.332. According to the 
proposed index the variables Enrolment reporting to 
UNESCO, Periodicity of gender equality in education 
indicator and Primary completion indicator are the three 
variables receiving the largest weight of 5.849. However, 
in the current index these three variables are only 
weighted by 3.332 units. Therefore, according to the 
proposed index, the most important aspect of determining 
the statistical capacity of a country is the periodicity of 
educational indicators that capture the quality of education 
provided and the equality of educational opportunities in a 
country. 

The variables, Access to water indicator, Periodicity of 
Immunization indicator, Periodicity of child mortality 
indicator and Periodicity of maternal health indicator are 
weighted approximately by 4.5 units in the proposed index. 
In the current index, these four indicators too receive  
an equal weight of 3.332 each. Hence, the second  
most important aspect in measuring statistical capacity 
according to the proposed index is mostly based on the 
periodicity of child/mother health indicators. 

 It is also noteworthy that the five variables receiving 
the highest weight according to the current SCI are 
receiving relatively low weights of around 4.2 to 3.6 units 
in the proposed SCI. However, the highest weight 
received by a variable in the proposed index (5.849) is less 
than that of the current index (6.672). The variable 
Periodicity of agricultural census, which is highly 
weighted in the current index, does not contribute in the 
formation of the proposed index. According to the results 
of the preliminary analysis, 63% of the countries have 
conducted an agricultural census during the past 10 years. 
Similarly, the other variable that was dropped from the 
proposed index, National accounts base year also has 
about 64% of the countries scoring the maximum possible 
mark. 

Comparing the weights in the proposed index with the 
results of the descriptive analysis further revealed that two 
of the variables receiving the highest weights Periodicity 
of gender equality in education indicator and Primary 
completion indicator have less than 40% of the countries 
scoring the maximum possible value. Similarly, the variables 
Import/export prices, IMF’s Special Data Dissemination 
Standard, Industrial production index, Government finance 
accounting concept and Periodicity of income poverty 
indicator that are relatively important contributors to the 
proposed index (with weights of 4.205) are also having 
less than 50% countries adhering to the ideal standards. 

3.8. Validation of Proposed SCI 
The index values and ranks according to the proposed 

index for the year 2013 are compared with the index 
values of SCI by WB for 2013. 

Results of the index values and ranks can be seen in 
Appendix C2 (arranged in ascending order of ranks 
according to the proposed index). It can be seen that the 
ranking of countries according to the proposed SCI for the 
year 2013 seem to be reasonable. Most of the countries 
among the top 10 are either upper middle-income or lower 
middle-income countries. Whereas the countries in the 
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bottom 10 ranks are mostly either low-income or lower 
middle-income countries.  

Furthermore, it was pointed out earlier that statistical 
capacity building is a long-term process. Hence, ideally 
the SCI should not be volatile in the short term. Therefore, 
if the SCI adequately captures the statistical capacity of 
developing countries, there cannot be huge year on year 
variations in the index. From Appendix C2 it is evident 
that in comparing the SCI values for years 2013 and 2014 
calculated based on the proposed approach, for most of the 
countries the index values for the two years are quite 
similar with differences between the indices for the two 
years amounting to less than 10 units for most countries. 
This further proves that the proposed SCI can be used for 
future calculation of statistical capacity of developing 
countries, where the index has built up on a sound 
statistical methodology 

4. Conclusion 

During the past couple of decades the world has witnessed 
a trend in international community working together to fill 
the gaps in the demand for official statistics. As a response 
to the challenge of measuring the institutional capacity of 
a country in producing timely and accurate statistics, the 
World Bank developed its framework for the statistical 
capacity index. Despite the fact that the SCI developed by 
the World Bank do not have the additional burden of data 
collection and reporting for a country, the index is criticized 
for its ad-hoc allocation of weights. The methodology 
followed by the World Bank in weighting and aggregating 
the twenty-five variables has received extensive critique.  

This research was therefore based on estimating 
sensible weights for the variables and aggregating the 
variables to form a composite indicator for measuring the 
statistical capacity of developing countries. The focus of 
this study was to employ statistical methodologies of 
index construction as no previous attempts have been 
made to derive weights for the statistical capacity index 
using statistical methods. 

A simpler Statistical Capacity Index is proposed taking 
into account only the proportion of variance explained by 
each of the factors of the factor analysis. Although the 
proposed SCI was not able to fully mitigate the 
shortcomings of the SCI created by the World Bank, this 
study was able to address the issue of arbitrary allocation 
of weights in aggregating the variables to form a composite 
indicator which has been a major criticism against the SCI 
created by the World Bank. The solution proposed by this 
research by employing multivariate statistical theories and 
methodologies successfully addresses these issues and 
make suggestions for an improved statistical capacity 
index with five meaningful dimensions. Finally, the creation 
of the proposed index maintains the simplicity in calculating 
while also justifying the weights used for its creation. 
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Appendices 

Appendix A: SCI by World Bank 

Table A1. Statistical Methodology 

Indicators 1 0 Weight 

National accounts base year (A) Within last 10 years or annual chain linking Otherwise 10 

Balance of payments manual in use * (B) Balance of Payments Manual, the fifth edition Otherwise 10 

External debt reporting status * (C) Actual or preliminary Otherwise 10 

Consumer Price Index base year (D) Within last 10 years or annual chain linking Otherwise 10 

Industrial production index (E) Produced and available from IMF Otherwise 10 

Import/export prices (F) Produced and available from IMF Otherwise 10 

Government finance accounting concept * (G) Consolidated central government accounts Otherwise 10 

Enrolment reporting to UNESCO (H) Annual or missed reporting only once in the last 4 years Otherwise 10 

IMF’s Special Data Dissemination Standard * (I) Subscribed Otherwise 10 

Vaccine reporting to WHO * (J) Nationally reported data on measles vaccine coverage consistent with 
WHO estimates Otherwise 10 

Table A2. Source Data 

Indicators 1 1/2 0 Weight 
Periodicity of population census (K) ≤10 years  Otherwise 20 
Periodicity of agricultural census (L) ≤10 years  Otherwise 20 
Periodicity of poverty related surveys (IES, LSMS, etc.) (M) ≤3 years ≤5 years Otherwise 20 
Periodicity of health related surveys (DHS, MICS, Priority survey, etc) (N) ≤3 years ≤5 years Otherwise 20 
Completeness of vital registration system * (O) Complete  Otherwise 20 

Table A3. Periodicity and Timeliness 

Indicators 1 2/3 1/2 1/3 0 We. 
Access to water indicator 
(P) 

Observed for 2 out of 
6 latest years  

Observed for 1 out 
of 6 latest years  n.a 10 

Periodicity of 
Immunization indicator 
(Q) 

Annual    n.a 10 

Periodicity of child 
malnutrition indicator (R) ≤ 3 years ≤ 5 years  > 5 years n.a 10 

Periodicity of child 
mortality indicator (S) 

National or 
international estimates 

available    n.a 10 

Periodicity of gender 
equality in education 
indicator (T) 

Observed for at least 5 
out of 5 latest years 

Observed for at 
least 3 out of 5 

latest years  
Observed for 1 out 

of 5 latest years n.a 10 

Periodicity of GDP 
growth indicator (U) Annual ≤ 1.5 years  > 1.5 years n.a 10 

HIV/AIDS indicator (V) 
National or 

international estimates 
available    n.a 10 

Periodicity of income 
poverty indicator (W) ≤ 3 years ≤ 5 years  > 5 years n.a 10 

Periodicity of maternal 
health indicator (X) ≤ 3 years ≤ 5 years  > 5 years n.a 10 

Primary completion 
indicator (Y) 

Observed for at least 5 
out of 5 latest years 

Observed for at 
least 3 out of 5 

latest years 
 

 
Observed for 1 out 

of 5 latest years n.a 10 
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Appendix B 

B1: Variance explained by the 5-factor solution with varimax rotation 

Table B1. Variance explained by each of the 5 extracted factors 

 F1 F2 F3 F4 F5 
Variance Explained 4.075 2.845 2.489 2.429 2.008 
Proportion variance  0.163 0.114 0.100 0.097 0.080 
Cumulative variance 0.163 0.277 0.376 0.474 0.554 
Proportion explained 0.294 0.205 0.180 0.175 0.145 
Cumulative proportion 0.294 0.500 0.680 0.855 1.000 

B2: Factor loadings with varimax rotation of 7-factor solution 

Table B2. Rotated Component Matrix for 7-factor solution 

Variable 
Component 

Communalities 
1 2 3 4 5 6 7 

A -0.034 -0.263 -0.111 0.012 0.082 0.076 0.690 0.571 
B 0.112 0.173 0.136 0.198 0.642 0.200 0.298 0.641 
C 0.235 0.188 -0.055 0.340 0.549 0.223 -0.218 0.607 
D 0.256 -0.051 -0.048 -0.039 0.151 0.671 0.228 0.597 
E 0.842 -0.073 0.075 0.074 -0.017 0.093 0.047 0.737 
F 0.606 0.059 -0.221 -0.029 0.141 -0.161 -0.021 0.467 
G 0.604 0.003 0.069 0.274 -0.024 0.235 -0.005 0.500 
H 0.154 0.121 0.096 0.776 0.121 -0.023 0.037 0.667 
I 0.862 -0.157 0.033 0.083 -0.011 0.123 0.041 0.792 
J 0.280 -0.607 0.214 -0.034 0.095 0.104 -0.148 0.535 
K 0.010 -0.302 -0.061 -0.094 0.321 0.307 -0.481 0.533 
L 0.136 0.055 0.078 0.195 0.033 0.756 -0.111 0.651 
M 0.602 0.384 -0.065 0.156 0.195 0.388 -0.028 0.729 
N 0.085 0.733 0.062 0.043 0.131 0.069 0.011 0.572 
O 0.420 -0.531 0.100 0.180 0.039 0.134 0.201 0.561 
P -0.004 0.085 0.731 0.138 0.167 -0.032 -0.035 0.591 
Q -0.034 0.005 0.805 0.019 0.251 -0.053 -0.055 0.719 
R 0.126 0.751 0.198 -0.007 -0.083 0.223 -0.124 0.692 
S -0.015 0.018 0.855 0.089 -0.193 0.065 -0.042 0.782 
T 0.187 -0.069 0.100 0.785 0.129 0.195 -0.017 0.721 
U -0.014 -0.058 0.122 0.039 0.826 -0.022 -0.056 0.706 
V 0.073 0.709 0.159 0.098 0.119 -0.075 -0.051 0.565 
W 0.671 0.307 0.110 0.185 0.108 0.347 -0.151 0.746 
X 0.149 0.218 0.515 0.072 -0.027 0.174 0.406 0.536 
Y 0.049 0.026 0.080 0.879 0.025 0.026 0.069 0.788 

Appendix C 

C1: Index values SCI by WB, New SCI & Proposed SCI 

Table C1. Comparison of SC Indices 

Country SCI by WB New SCI Proposed SCI 
Afghanistan 54.44 59.45 58.35 
Albania 75.56 66.75 65.75 
Algeria 52.22 64.13 61.68 
Angola 48.89 57.78 58.08 
Antigua and Barbuda 58.89 54.021 56.09 
Argentina 83.33 80.737 82.51 
Armenia 87.78 91.013 90.58 
Azerbaijan 70 78.7 78.97 
Bangladesh 80 79.887 77.89 
Belarus 87.78 94.15 92.75 
Belize 55.56 65.25 64.90 
Benin 65.56 63.605 63.34 
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Bhutan 78.89 81.05 81.65 
Bolivia 76.67 76.787 77.92 
Bosnia and Herzegovina 72.22 68.65 70.05 
Botswana 51.11 45.97 44.97 
Brazil 75.56 79.65 78.55 
Bulgaria 84.44 85.15 84.55 
Burkina Faso 71.11 71.871 71.40 
Burundi 54.44 61.259 58.73 
Cabo Verde 68.89 64.907 66.72 
Cambodia 76.67 78.527 77.63 
Cameroon 56.67 67.809 65.62 
Central African Republic 58.89 66.616 64.45 
Chad 63.33 61.364 61.59 
Chile 95.56 95.421 93.59 
China 70 73.1 73.20 
Colombia 81.11 91.793 88.56 
Comoros 40 38.313 35.66 
Congo, Dem. Rep. 56.67 66.9 64.83 
Congo, Rep. 47.78 56.841 53.89 
Costa Rica 77.78 89.55 88.65 
Cote d'Ivoire 46.67 60.421 57.05 
Croatia 83.33 83.5 83.20 
Djibouti 45.56 55.638 54.85 
Dominica 55.56 56.916 60.29 
Dominican Republic 78.89 80.621 81.09 
Ecuador 70 78.644 75.66 
Egypt, Arab Rep. 90 92.187 90.29 
El Salvador 91.11 94.893 92.66 
Equatorial Guinea 34.44 40.45 37.75 
Eritrea 31.11 45.528 43.12 
Ethiopia 61.11 55.357 53.82 
Fiji 71.11 65.437 66.74 
Gabon 42.22 46.3 45.09 
Gambia 66.67 64.159 63.64 
Georgia 82.22 85.255 82.70 
Ghana 62.22 67.387 67.96 
Grenada 44.44 44.137 44.27 
Guatemala 68.89 67.73 68.53 
Guinea 52.22 63.455 58.21 
Guinea-Bissau 43.33 45.522 43.71 
Guyana 58.89 65.45 67.00 
Haiti 47.78 45.757 43.87 
Honduras 73.33 75.509 74.15 
Hungary 85.56 84.021 85.49 
India 81.11 80.78 77.65 
Indonesia 83.33 91.2 87.30 
Iran, Islamic Rep. 73.33 72.557 74.42 
Iraq 46.67 44.393 41.70 
Jamaica 78.89 72.55 74.41 
Jordan 74.44 76.788 75.01 
Kazakhstan 88.89 89.15 88.00 
Kenya 54.44 54.477 52.82 
Kiribati 35.56 37.163 36.73 
Kosovo 33.33 23.9 27.00 
Kyrgyz Republic 86.67 86.366 84.59 
Lao PDR 73.33 71.5 72.62 
Lebanon 62.22 58.807 59.04 
Lesotho 72.22 71.343 71.15 
Liberia 46.67 51.962 48.22 
Libya 28.89 30.907 30.94 
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Macedonia, FYR 84.44 86.437 83.82 
Madagascar 62.22 68.309 67.10 
Malawi 75.56 74.75 73.21 
Malaysia 74.44 71.25 69.25 
Maldives 66.67 65.579 67.70 
Mali 66.67 68.266 65.84 
Marshall Islands 46.67 46.205 47.05 
Mauritania 58.89 65.372 65.84 
Mauritius 85.56 89.143 89.92 
Mexico 85.56 90.75 90.15 
Micronesia, Fed. Sts. 36.67 35.9 37.10 
Moldova 94.44 94.45 94.90 
Mongolia 83.33 75.487 77.72 
Montenegro 75.56 72.129 72.72 
Morocco 78.89 86.957 83.55 
Mozambique 74.44 74.693 73.93 
Myanmar 46.67 47.005 47.94 
Namibia 48.89 53.078 50.56 
Nepal 65.56 63.779 62.18 
Nicaragua 65.56 63.206 61.05 
Niger 67.78 66.257 63.35 
Nigeria 72.22 68.13 66.40 
Pakistan 74.44 77.55 76.75 
Palau 36.67 33.4 33.40 
Panama 82.22 81.05 81.65 
Papua New Guinea 46.67 51.313 52.08 
Paraguay 71.11 71.53 70.84 
Peru 98.89 98.45 98.35 
Philippines 77.78 75.706 72.14 
Poland 78.89 76.721 76.79 
Romania 87.78 89.55 88.65 
Rwanda 78.89 75.621 76.92 
Samoa 53.33 50.78 52.79 
Sao Tome and Principe 68.89 69.321 68.52 
Senegal 73.33 77.109 74.12 
Serbia 92.33 89.85 89.95 
Seychelles 62.22 57.487 59.46 
Sierra Leone 58.89 58.129 56.40 
Slovak Republic 83.33 83.5 83.20 
Solomon Islands 53.33 51.444 52.61 
Somalia 20 26.493 24.02 
South Africa 74.44 72.973 68.03 
South Sudan 29.44 26.786 24.49 
Sri Lanka 78.89 74.723 76.72 
St. Kitts and Nevis 52.22 55.116 56.69 
St. Lucia 66.67 60.8 64.25 
St. Vincent and Grenadines 55.56 56.421 60.29 
Sudan 43.33 46.593 46.75 
Suriname 63.33 56.487 57.87 
Swaziland 60 65.087 63.24 
Syrian Arab Republic 44.44 52.75 54.22 
Tajikistan 75.56 81.05 81.65 
Tanzania 72.22 67.548 67.35 
Thailand 83.33 86.393 85.57 
Timor-Leste 64.44 61.837 63.12 
Togo 64.44 65.25 63.99 
Tonga 50 44.495 46.50 
Trinidad and Tobago 62.22 60.421 59.04 
Tunisia 72.22 76.894 72.07 
Turkey 84.44 92.35 92.85 
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Turkmenistan 43.33 38.9 39.05 
Tuvalu 33.33 33.393 33.37 
Uganda 64.44 64.698 62.46 
Ukraine 91.11 93.75 93.35 
Uruguay 90 87.78 84.39 
Uzbekistan 54.44 61.444 60.65 
Vanuatu 43.33 40.698 38.67 
Venezuela, RB 81.11 81.857 84.19 
Vietnam 76.67 66.822 65.93 
West Bank and Gaza 82.22 78.75 79.53 
Yemen, Rep. 55.56 53.38 53.83 
Zambia 60 63.714 59.95 
Zimbabwe 57.78 56.493 54.36 

C2: Index values and Ranks of the SCI by WB and Proposed SCI for the year 2013 

Table C2. Comparison of SCI by World Bank and Proposed SCI for 2013 

Country SCI by WB Ranks of SCI by WB Proposed SCI Ranks of Proposed SCI Proposed SCI 2014 
Peru 88.89 10 94.25 1 98.35 
Chile 95.56 1 93.59 2 93.59 
Ukraine 91.11 5 93.35 3 93.35 
Turkey 85.56 17 93.13 4 92.85 
Colombia 84.44 20 92.76 5 88.56 
Kazakhstan 94.44 2 92.75 6 88 
El Salvador 91.11 5 92.66 7 92.66 
Armenia 85.56 17 92.55 8 90.58 
Belarus 86.67 14 90.84 9 92.75 
Mexico 87.78 12 90.8 10 90.15 
Moldova 91.11 5 90.7 11 94.9 
Egypt, Arab Rep. 90 9 89.7 12 90.29 
Hungary 88.89 10 89.59 13 85.49 
Uruguay 92.22 3 88.83 14 84.39 
Costa Rica 77.78 35 88.65 15 88.65 
Serbia 91.11 5 88.55 16 89.95 
Georgia 92.22 3 88.35 17 82.7 
Slovak Republic 86.67 14 87.3 18 83.2 
Romania 86.67 14 86.22 19 88.65 
Croatia 87.78 12 85.52 20 83.2 
Bulgaria 85.56 17 84.83 21 84.55 
Kyrgyz Republic 84.44 20 84.45 22 84.59 
Morocco 78.89 31 83.55 23 83.55 
Poland 84.44 20 83.17 24 76.79 
Indonesia 80 26 83.1 25 87.3 
Venezuela, R.B. 80 26 82.97 26 84.19 
Argentina 80 26 82.51 27 82.51 
Philippines 84.44 20 81.67 28 72.14 
Tajikistan 75.56 40 81.65 29 81.65 
Azerbaijan 74.44 47 80.36 30 78.97 
Bolivia 72.22 53 80.05 31 77.92 
Thailand 80 26 79.34 32 85.57 
West Bank and Gaza 83.33 24 79.17 33 79.53 
Macedonia, FYR 80 26 78.37 34 83.82 
Mongolia 83.33 24 77.72 35 77.72 
Ecuador 70 63 77.71 36 75.66 
Cambodia 70 63 77.63 37 66.72 
Panama 75.56 40 77.55 38 81.65 
Malawi 78.89 31 77.41 39 73.21 
Dominican Republic 75.56 40 76.99 40 81.09 
Jamaica 78.89 31 76.76 41 74.41 
Brazil 75.56 40 76.5 42 78.55 
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Bhutan 75.56 40 76.43 43 81.65 
Mauritius 75.56 40 76.22 44 89.92 
Mozambique 77.78 35 76.03 45 73.93 
Tunisia 73.33 49 75.65 46 72.07 
Guatemala 76.67 37 75.54 47 68.53 
Sri Lanka 78.89 31 74.13 48 76.72 
Senegal 71.11 58 73.5 49 74.12 
Malaysia 74.44 47 73.45 50 69.25 
China 70 63 73.2 51 73.2 
Bosnia and Herzegovina 68.89 70 72.77 52 70.05 
Lesotho 73.33 49 72.63 53 71.15 
Pakistan 67.78 73 72.55 54 76.75 
Nigeria 75.56 40 72.2 55 66.4 
India 76.67 37 71.67 56 77.65 
Lao PDR 72.22 53 71.13 57 72.62 
Maldives 68.89 70 71.07 58 67.7 
Trinidad and Tobago 70 63 70.95 59 59.04 
Paraguay 71.11 58 70.84 60 70.84 
Jordan 71.11 58 70.81 61 75.01 
South Africa 76.67 37 70.77 62 68.03 
Iran, Islamic Rep. 70 63 70.57 63 74.42 
Rwanda 73.33 49 70.05 64 76.92 
Burkina Faso 70 63 69.92 65 71.4 
Uganda 73.33 49 69.85 66 62.46 
Niger 72.22 53 69.08 67 63.35 
Madagascar 63.33 83 68.59 68 67.1 
Montenegro 72.22 53 68.52 69 72.72 
Ethiopia 66.67 75 68.38 70 53.82 
Ghana 62.22 88 67.96 71 67.96 
Gambia, The 70 63 67.84 72 63.64 
Mauritania 60 91 67.73 73 65.84 
Mali 67.78 73 67.66 74 65.84 
Tanzania 72.22 53 67.25 75 67.35 
Guyana 58.89 93 67 76 67 
Côte d'Ivoire 56.67 99 66.85 77 57.05 
Sao Tome and Principe 66.67 75 66.83 78 68.52 
Fiji 71.11 58 66.74 79 66.74 
Albania 68.89 70 65.85 80 65.75 
Cameroon 56.67 99 65.75 81 77.63 
Algeria 54.44 104 65.18 82 61.68 
Benin 66.67 75 64.73 83 63.34 
Cape Verde 65.56 79 64.72 84 65.62 
Seychelles 65.56 79 64.71 85 59.46 
Honduras 62.22 88 64.53 86 74.15 
Lebanon 66.67 75 64.53 86 59.04 
Vietnam 71.11 58 63.81 88 65.93 
Suriname 63.33 83 63.67 89 57.87 
Burundi 57.78 95 62.93 90 58.73 
Togo 63.33 83 62.63 91 63.99 
Central African Republic 57.78 95 62.48 92 64.45 
Guinea 55.56 102 62.43 93 58.21 
Nicaragua 65.56 79 62.25 94 61.05 
Chad 63.33 83 62.14 95 61.59 
Belize 57.78 95 62.06 96 64.9 
Uzbekistan 57.78 95 61.86 97 60.65 
Bangladesh 65.56 79 61.71 98 77.89 
Swaziland 60 91 61.69 99 63.24 
Congo, Dem. Rep. 50 115 60.6 100 64.83 
St. Lucia 63.33 83 60.15 101 64.25 
Zambia 56.67 99 59.95 102 59.95 
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Syrian Arab Republic 46.67 124 58.9 103 54.22 
Angola 47.78 122 58.85 104 58.08 
Congo, Rep. 52.22 111 58.36 105 53.89 
Afghanistan 53.33 108 57.17 106 58.35 
Djibouti 46.67 124 56.82 107 54.85 
Sierra Leone 58.89 93 56.4 108 56.4 
Namibia 54.44 104 56.05 109 50.56 
Marshall Islands 53.33 108 55.44 110 47.05 
Yemen, Rep. 52.22 111 55.43 111 53.83 
Kenya 52.22 111 54.79 112 52.82 
St. Kitts and Nevis 50 115 54.5 113 56.69 
Nepal 61.11 90 54.46 114 62.18 
Grenada 51.11 114 54.27 115 44.27 
Dominica 50 115 53.9 116 60.29 
Liberia 47.78 122 53.5 117 48.22 
Samoa 50 115 52.79 118 52.79 
Antigua and Barbuda 55.56 102 51.99 119 56.09 
Botswana 54.44 104 51.95 120 44.97 
Myanmar 50 115 51.59 121 47.94 
Timor-Leste 53.33 108 51.19 122 63.12 
Zimbabwe 54.44 104 50.26 123 54.36 
St. Vincent and the Grenadines 46.67 124 48.1 124 60.29 
Guinea-Bissau 50 115 47.86 125 43.71 
Iraq 50 115 47.01 126 41.7 
Solomon Islands 46.67 124 46.75 127 52.61 
Gabon 42.22 132 45.22 128 45.09 
Sudan 40 134 44.07 129 46.75 
Haiti 41.11 133 44 130 43.87 
Eritrea 31.11 139 43.12 131 43.12 
Papua New Guinea 37.78 135 42.05 132 52.08 
Tonga 46.67 124 40.7 133 46.5 
Vanuatu 43.33 129 40.27 134 38.67 
Comoros 43.33 129 39.34 135 35.66 
Turkmenistan 43.33 129 39.05 136 39.05 
Micronesia, Fed. Sts. of 37.78 135 38.49 137 37.1 
Equatorial Guinea 31.11 139 37.32 138 37.75 
Kiribati 35.56 137 36.73 139 36.73 
Palau 33.33 138 33.4 140 33.4 
Libya 27.78 143 29.75 141 30.94 
Tuvalu 30 141 29.17 142 33.37 
Somalia 24.44 145 27.98 143 24.02 
Kosovo 30 141 22.8 144 27 
South Sudan 26.11 144 19.74 145 24.49 

 
 
 
 
 

 


