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Abstract  Over the years, efforts have been made by researchers in studying the effects of certain factors on 
academic performance of students, though with little concentration on the primary section of education. This 
research therefore worked on the academic performance of pupils in primary school. Variation in the analyzed 
performance and the factor(s) causing the variations were studied using factor analysis. The data used is a secondary 
data, collected from Federal University Wukari Staff School and it’s on the terminal examination scores of the pupils 
in seven selected subjects over one selected academic session (2015/2016). From both the un-rotated and rotated 
factor analysis results, we observed a fair relationship between the mathematical and less mathematical subjects, 
though they present the major variation in the pupils’ performance to be in the less mathematical subjects like 
English Language, Verbal Aptitude, Social Studies, Creative Art, and Religious Studies. Also, the analysis presented 
three factors (gender, age, and environment) to be the cause of the variation between the pupils performance in 
primary school. 
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1. Introduction 

Factor analysis is a multivariate method that studies the 
variability among observed correlated variables in terms 
of a potentially lower number of unobserved factors that 
are supposed to contain essential information in a larger 
set of observed variables. The factors are constructed in a 
way that reduces the overall complexity of the data by 
taking advantage of inherent interdependencies.  As a 
result, a few numbers of factors will usually account for 
approximately the same amount of information as do the 
much larger set of original observations.  

The broad purpose of factor analysis is to summarize 
data so that relationships and patterns can be easily 
interpreted and understood. It is normally used to regroup 
variables into a limited set of clusters based on shared 
variance. Hence it helps to isolate constructs and concepts 
Yong and Pearce [1]. In factor analysis observed variables 
are being represented as the linear combination of the 
unobserved factors. 

Richard and Dean [2] declared that the essential purpose 
of factor analysis is to describe, if possible, the covariance 
relationship among many variables in terms of a few 
underlying but unobservable random quantities called factors. 

There are two main types of factor analysis; the 
exploratory factor analysis (EFA) and confirmatory factor 
analysis (CFA) [3]. According to him exploratory factor 
analysis (EFA) is data driven, such that the collected data 

determines the resulting factors while confirmatory factor 
analysis (CFA) is used to test factors that have been 
developed a priori. 

Ballester et al [4] compared the performance of 
principal component analysis and factor analysis and 
stated that principal component analysis is recommended 
for dimensional reduction, whereas, factor analysis is 
adopted for the study of structures in data. Principal 
component analysis is a linear combination of variables 
while factor analysis is a measurement mode of a latent 
variable Karen [3]. 

This research work is aimed at evaluating pupils’ 
performance with respect to the subjects that determine 
their performance using factor model. 

2. Factor Analysis 

2.1. Type of Factor Analysis 
We have two types of factor analysis and this include 
•  Exploratory Factor Analysis 
•  Confirmatory Factor Analysis 
Exploratory factor analysis (EFA) is data driven; here 

the data collected determines the resulting factors. This 
analysis tries to uncover complex patterns by exploring 
the dataset and testing prediction [5]. 

Confirmatory factor analysis (CFA) is used to test 
factors that have been developed a priori [3]. It’s seen as a 
process for testing what you already think you know. CFA 
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is an integral part of structural equation modeling (SEM) 
and path analysis. It attempts to confirm hypothesis and 
use path analysis diagrams to represent variables and 
factors. CFA is also a useful tool in checking the reliability of 
a measurement tool with a new population of subject, or to 
further refine an instrument which is already in use 

2.2. Condition for the Use of Factor Analysis 
•  Factor analysis is usually performed on ordinal or 

continuous variables, although it can also be 
performed on categorical and dichotomous variable. 

•  Data that will be used to perform factor analysis has 
to be univariate and multivariate normal [5] and free 
from univariate and multivariate outliers [6] 

•  A determining factor is based on the assumption 
that there is a linear relationship between the factors 
and the variable when computing the correlations 
[7]. For something to be called a factor it must at 
least has three variables, although this depends on 
the design of the study [8]. A factor with 2 variables 
is only considered reliable when the variables are 
highly correlated with each other (r > 0.70) and 2 or 
fewer variables should be interpreted with caution. 

•  The sample size that should be considered for factor 
analysis should be at least 30 and the factors should 
have at least 5 to 10 observations each [9]. 

•  It is also recommended that a heterogeneous sample 
is used rather than a homogeneous sample  
as homogeneous samples lower the variance and 
factor loadings [10]. Also the correlation, r, existing 
between the variables must be 0.30 or greater since 
anything lower would suggest a really weak 
relationship between the variables [8]. 

•  Generally speaking, cases with missing values are 
deleted to prevent overestimation [8]. 

•  There should be absence of multicollinearity and 
singularity with the dataset. Variables that have 
issue with singularity and multicollinearity should 
be removed from the dataset. 

2.3. Factor Analysis Model 
Factor analysis is a statistical method of investigating 

whether a number of variables of interest, say, 𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑝𝑝  
are linearly related to a number of unobservable variable 
called factors, say, 𝑓𝑓1, 𝑓𝑓2, … , 𝑓𝑓𝑚𝑚  where m is relatively less 
than p, that is, 𝑚𝑚 < 𝑝𝑝.  

Given observations on p-variables, 𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑝𝑝  with mean 
vector 𝜇𝜇 and covariance matrix Ʃ. Noting that the factors 
𝑓𝑓1, 𝑓𝑓2, … , 𝑓𝑓𝑚𝑚  are independent of one another and of the 
error terms 𝜀𝜀𝑖𝑖  for 𝑖𝑖 = 1,2, …𝑝𝑝,  and are such that, 𝐸𝐸(𝑓𝑓𝑖𝑖) =
0 and 𝑣𝑣𝑣𝑣𝑣𝑣(𝑓𝑓𝑖𝑖) = 1, and holding to the fact that each of the 
observed variable is a linear function of these factors and 
error term, we have the factor analysis model for a variable  

 1 1 2 2 .j j j jp p jX f f fµ λ λ λ ε= + + +…+ +  (1) 

Noting that 𝜇𝜇 = 0  when the observations are 
standardized we have (1) to be written as  
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where 𝜆𝜆𝑗𝑗𝑗𝑗  is the factor loading, such that, 𝜆𝜆𝑗𝑗𝑗𝑗  is loading of 
the 𝑗𝑗𝑗𝑗ℎ variable on the 𝑗𝑗𝑗𝑗ℎ factor,  𝑓𝑓𝑗𝑗  are the underlying 
variables, the specific or unique factors is denoted by  𝜀𝜀𝑗𝑗 , 
𝑗𝑗 = 1,2, … , 𝑝𝑝 and 𝑗𝑗 = 1,2, …𝑚𝑚. 

The factor loading give us an idea about how much the 
variable has contributed to the factor; the larger the factor 
loading the more the variable has contributed to the factor 
Harman [11]. Factor loading are very similar to weights in 
multiple regression analysis, and they represent the strength 
of the correlation between the variable and the factor [10]. 

Equation (1) can be expressed in matrix form as;  

 ƒX ε= Λ +  (3) 

where 
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The variance of (1) we give   
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Since it has been stated that the factor 𝑓𝑓𝑗𝑗  has unit 
variance, hence (3) can be written as  

 ( ) 2 2 2
1 2var ψj j j jp jX λ λ λ= + +…+ +  (5) 
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where  𝜆𝜆𝑗𝑗𝑗𝑗
2 is the kth cummunality, and ψ𝑗𝑗  the jth specific 

variance. 
The covariance of X denoted by Ʃ can be expressed as: 

 ( )( ) '.E X Xµ µ∑ = − −  

Since 

 ( ) 0E µ =  

 ( ) ( ) '.E X X∑ =  

Recalling that 𝑋𝑋 = Ʌƒ + 𝜀𝜀 we have that 

 ( )( ) ( )( )' 'ƒ ƒE X X E ε ε∑ = = Λ + Λ +  (6) 
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Since the 𝑣𝑣𝑣𝑣𝑣𝑣(ƒ) = 1, we have that 
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2.4. Estimation of Factor Score 
Factor score are the score of each of the variables on 

each factor. To compute the factor score for a given 
variable of a given factor, one takes the standardized score 
on each variable multiplied by the corresponding factor 
loading of the variable for the given factor, and sums these 
products. A number of methods are being used to estimate 
the factor scores, for this research work, the method of 
ordinary least squares will be employed. Using factor 
model from (3) above, we have that 

 .X fε = −Λ  (8) 

Squaring both sides of (8) and taking summation gives 

 ( )22

1 1
.ƒ
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Minimizing the above equation with respect to ƒ𝑗𝑗  and 
setting the derivative to zero gives 
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since −2 ≠ 0, then the expression becomes 
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This then gives  

 ˆ ƒ̂ .j kmX mΛ −ΛΛ  

Dividing the equation above by 𝑚𝑚  and setting it in 
terms of ƒ̂𝑗𝑗  we have 

 .ˆ ˆƒk jXΛΛ = Λ  

Multiplying the equation above by inverse of the 
coefficient of  ƒ̂𝑗𝑗  we have that; 

 ( ) 1 ˆƒ .ˆ k jX−= ΛΛ Λ  (9) 

Equation (9) can therefore be referred to as factor 
scores. 

The number of factors to be retained in the work will be 
determined using scree plot and principal component 
analysis method. 

2.5. Factor Rotation Methods 
Factors are rotated for better interpretation of results 

since unrotated factors are ambiguous. The goal of 
rotation is to attain an optimal simple structure which 
attempts to have each variable load on as few factors as 
possible, but maximizes the number of high loading on 
each variable [8]. Ultimately, the simple structure attempts 
to have each factor define a distinct cluster of interrelated 
variables so that interpretation is easier. In this research 
work we considered four different rotational methods which 
include equamax, verimax, quartimax, and orthomax (at 
gamma 0.00 and 1.00 values). Among these are 
orthogonal and oblique rotations. Orthogonal rotation is 
when the factors are rotated 90𝑜𝑜  from each other, and it is 

assumed that the factors are uncorrelated [12,13]. Oblique 
rotation is when the factors are not rotated 90𝑜𝑜  from each 
other, and the factors are considered to be correlated. 
Oblique rotation is more complex than orthogonal, since it 
can involve one of two coordinate systems: a system of 
primary axes or a system of reference axes [13]. 

Quartimax rotation - is an orthogonal technique that 
involves the minimization of the number of factors needed 
to explain each variable [7]. 

Verimax rotation - is an orthogonal technique that 
minimizes the number of variables that have high loadings 
on each factor and works to make small loadings even 
smaller. 

Equamax rotation –is orthogonal rotation invented 
with intention of sharpening some properties of varimax. 
It is self-adjusted for the number of the being rotated 
factors. It tends to distribute variables (highly loaded) 
more uniformly between factors than verimax does and 
thus further is less prone to giving “general” factors.  

Orthomax – is a procedure for simple structure rotation 
of a matrix, that is, a two-way array. A loading matrix has 
perfect simple structure if each row has at most one 
nonzero element. It is shown that there is an orthogonal 
rotation of an initial loading matrix that has perfect simple 
structure, and then orthomax rotation with 0 ≤ 𝑔𝑔𝑣𝑣𝑚𝑚𝑚𝑚𝑣𝑣 ≤
1  of the initial loading matrix will produce the perfect 
simple structure [14]. Gamma specifies the member of the 
family to use. Varying Gamma changes maximization of 
the variances of the loading from column (Varimax) to 
rows (Quartimax). 

3. Academic Performance of Pupils 

Factor analysis of pupils’ performance is a form of 
exploratory multivariate analysis that is used to either 
reduce the number of variables in a model or to detect 
relationship among variables affecting academic performance 
of pupils. Many studies have been conducted in the area of 
academic performance and those studies identified some 
number of factors that affect academic performance of 
pupils at primary school, students at college and even at 
university level. According to Epatein et al., [15], Wing et 
al., [16], Uphoff and Gilmore [17], Anene [18], academic 
performance has been known to be affected by a number 
of factors such as learning style, age, gender, teacher 
factor, location, economic status of parents, and many others. 

Coley [19] found that females scored higher than males 
in reading and writing across different ethnic and age 
group. Also Alton-Lee and Praat [20] and Mullis et al [21] 
noted that educational statistics have indicated that 
females outperformed males at all levels of the school 
system, attaining school and post school qualification and 
attending university at higher numbers. 

De Meis and Steams [22] and Diwtz and Wilson [23] 
found no significance relationship between age and academic 
performance. In contrast, La Paro and Pianta [24] and 
Crosser [25] presented evidence that older children fare 
better academically than their younger age appropriate 
peers. 

According to Kibra and Kikomoti [26], the language 
spoken at the homes of the people of high class is often 
the medium of instruction in school; hence children from 
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this class have advantage over children who speak their 
mother tongue at homes. 

4. Methodology 

For proper and effective analysis of this research work, 
the Federal University Wukari Staff School is selected as 
a case study. The data used is a secondary data collected 
from the school; it is on the outcome of grades scored by 
pupils of the school through the terminal examination 
conducted by the school. It is collected from primary one 
to primary five by a random selection of terms from the 
2015/2016 academic session. The sample of size 9 was 
randomly selected from each class making a total of 45 
observations. The information on the factors and observed 
variables mentioned above were collected from a random 
selection across the classes of the school.  

In this study, the pupils’ scores per 100 percent in selected 
subjects which are English Language, Mathematics, Social 
Studies, Religious Studies, Verbal Reasoning, Quantitative 
Reasoning and Creative Arts are the observed correlated 
variables and their age, gender and location are the factors. 

5. Result and Discussion 

From the correlation matrix of the entire data we 
observed the variables are correlated and that the 
correlations among the variables are relatively fair, 
ranging from 0.358 to 0.762 which indicates no 
singularity problem in the data. 

From the Bartlett’s test for the homogeneity of variance 
we observed the Kaiser-Meyer-Olkin value of 0.851 
which falls within the range of superb (0.8-0.9) according 
to Hutcheson and Sofroniou [27], which implies that the 
variances across the variable are not equal. In this regard, 
this calls for the use of factor analysis. 

From the Table of communalities which measures the 
percentage of variance explained by all the components 
before and after extraction we observed that  75.7%  of  
the variance associated with English language was 
extracted; 75.8% of the variance associated with Verbal 
reasoning extracted; 81.0% of the variance associated with 
Social studies extracted and so on. The extracted 
communalities is the percentage of variance in a given 
variable explained by the factors that are extracted, which 
are normally fewer in number than the original variable. 

From the scree plot and Table of Total variance 
explained, we observed that three out of seven factors 
accounted for 85.06% of the total variance in the data, 
hence, it can be seen that three factors are responsible for 
the variation in the original data used. A factor’s eigen 
value may be computed as the sum of its square loading 
for the entire variable. 

From the unrotated factor loadings we observed that 
Social Studies, verbal attitude, English language and 
creative art have high loading in the three selected factors. 
This goes a long way to prove that location and economic 
class of a child have influence in his academic 
performance. It also tells us that art subjects are main 

subjects that mainly determine the pupils’’ performance at 
the end of examination. 

When we considered equamax, verimax and orthomax 
(at gamma =1.00) rotations we observed that creative  
act, religious studies and quantitative reasoning are 
highlighted by the three selected factors, which goes a 
long way to indicate that age has a lot to do with the 
pupils’ performance. 

From quartimax rotation and orthomax rotation (at 
gamma = 0.00) we observed that verbal attitude, English 
language, social studies, creative art, and religious studies 
are subjects that determine the position of pupil at the end 
of examinations. Since at primary school male pupils are 
good in creating thing like constructing of kits, toy car, 
catapults and female pupils are more social we can 
deduced from this that gender of a pupil has influence in 
his academic performance. 

These discoveries are in line with what we have in the 
literature under academic performance of pupils. 
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