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Abstract  In this paper, we present a new method to solve some mathematics problems such as integral calculus, 
derivative calculus and differential equations. The method consists to transform an analytic problem or function to 
a real number. This real number obtained represents the Function Number. After finding the Function Number 
solution, it is also possible to transform it to a semi-analytic function which represents the definitive solution of 
the problem. We qualify the solution as semi-analytic solution because to solve the problem, we make some 
approximations. So, the semi-analytic function obtained is an approximate analytic solution. This method is simple 
and concise. It gives strong approximate solutions near to the real solutions. 
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1. Introduction 

Nowadays, there are many mathematical functions used 
to solve complex problems in Physics and Engineering. 
Among them, we have numerical function, logarithm 
function, exponential function, rational function, irrational 
function and other [1]. To formulate any of them, 
mathematicians have introduced the variables. A variable 
is an abstract value which can change in an ensemble by 
applying a numerical application. This method represents 
the foundation of mathematics. Many mathematical 
problems have been solved by this way. But till now they 
are some equations which cannot be solved by this old 
technics. As example, the analytic primitive of exp(x2) is 
not found till now. 

So, to cross this limit, we have conceived the Function 
Number Method. As its name specifies, a Function 
Number is a real number associated to a variable function 
in an ensemble. That means, if we have a variable function 
f, we can transform it to a real number. The real number 
obtained by this transformation represents the Function 
Number ,n fQ  of the function f . In this article, we  
will present the methodology to make the transformation 
from a variable function to a Function Number. And  
also, from a Function Number to a variable function.  
This new method is helpful. It permits to find the  
semi-analytic solution of some unsolved equations  
like the primitive of exp(x2). We will solve this integral in 
the section 3 associated to the Applications. Before the 
resolution of some exercises, we will first present the 
methodology in section 2. So, we will define the way  

to derive and to integrate a function or a differential 
equation. 

2. Methods 

2.1. Proposition 

We consider a variable function f  defined in the 
ensemble 0 1[ , ]Nx x −Ω = . N  is a natural number which 
represents the number of nodes in Ω . The Main Function 
Number ,n fQ  associated to f  is the sum of the images 

( )if x  of f  in the ensemble Ω  like shown by the 
equation (1). 

 , ( )n f iQ f x
Ω

=∑  (1) 

To calculate ,n fQ , it is compulsory to define a pace h . 
The smaller the pace is, the more the result is precise. The 
reader is free to choose his pace in accordance with his 
application. If we are confronted to Physics problems, like 
the resolution of heat equation [2,3], Navier-Stokes 
equation [4,5] or Schrödinger equation [6,7], it is better to 
define the pace by using the results of the reference  
[8]. That means, the pace must be associated to the 
smallest density particle in the Universe: the photon 1 .  
The volume of a photon 2 59phV h cπ=  is equal to 

1 In the expression of the volume of a photon phV , h represents the Max 

Planck constant and c  represents the speed of light 
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23 33,00613084.10 m− . As we found that the Universe is a 
conical shape [9], we can consider this shape and deduct 
the side of the volume of a photon phV . In this case, the 
value of the side represents the pace. The numerical 
application gives as value 85,42012883.10−  meters. Or, 
we can also use the cubic volume of phV  by referring to 
the atomic structure in materials. For the cubic shape, the 
side is 83,10934772.10−  meters. The best choice is the 
minimal value between the two. It means the value of the 
cubic structure is suitable. 

To study a Function Number ,n fQ , we must consider it 
as a volume of  water in a recipient. If we pour the liquid 
of this recipient from the origin 0x  to the last node 1Nx − , 
the quantity in the recipient will decrease progressively. If 
we also consider that at any point ix  a certain quantity of 
water is stocked in the nodes; we will have two currents. 
The first current I  is the main current it means the 
remaining volume in the recipient; and the second one is 
the residual current pI  which is stocked in the nodes 

(Figure 1). The residual current pI  can be variable from 
one node to another. It can also be homogeneous. In this 
last case, we note it phI . 

On this basis, if we consider the nodes i  and 1i + . The 
relation between the main currents iI , 1iI +  and the 
residual current piI  at the node i , is given by the 

equation (3). The main current iI  is equal to ( )if x  (2). In 
the continuation of this article, we will use iI  to define 
the main current. 

 , ( )n f i iQ f x I
Ω Ω

= =∑ ∑  (2) 

 1i i piI I I+ = −  (3) 

The relation (3) is crucial. We will use it frequently.  
As precision, the study of a Function Number is done  
only for monotonous functions. If the function varies 
(increases and decreases) from an interval to another in Ω , 
we will study it fragment by fragment as a piecewise 
function. Each fragment will be associated to an interval 
in which the function is monotonous. 

The Function Number can also be defined by the 
Residual Function Number ,n fF  such as ,n fF  is equal to 

the sum of residual currents piI  (4). 

 ,n f piF I
Ω

=∑  (4) 

To define the Function Number, we must provide the 
following details: ,n fQ  or ,n fF , the ensemble of the 

function Ω , the pace h  and the initial condition 0I  
or/and boundary condition NI . 

2.2. Derivatives 
To derive any function, we will use the Finite 

Difference Method (FDM) [10]. And, we will incorporate 
in it the equation (3). The combination of (3) and the 
FDM gives the Function Number Method (FNM). The 
derivative of the main current I  at the node i  is given by 
the equation (5). 

 1i i

i

I II
i h

+ −∂  = ∂ 
 (5) 

By introducing the relation (3) in (5), we find the 
equation (6). 

 pi

i

II
i h

∂  = − ∂ 
 (6) 

By the same way: 

 

2

2

11 1

pi

i ii

p p pi i i

i i

II I
i i i hi

I I I

h i h h
−

   ∂ ∂ ∂ ∂ = = −        ∂ ∂ ∂ ∂   

∂ −   
= − = −      ∂   

 

Finally, we find: 

 
2

1
2 2

p pi i

i

I II
i h

− − ∂
=  ∂ 

 (7) 

The equation (6) shows that the derivative of the main 
current is proportional to the residual current. That also 
means that we can reduce the degree of derivative by 
using the residual current piI  like presented by (6). 

 
Figure 1. The Currents and the nodes 
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2.3. Primitives 
For the integral calculus, we consider a known function 

f  and an unknown function g  such as (8): 

 ( )dg f x on
dx

= Ω  (8) 

That means g  is a primitive of f . To determine the 
primitive g , we apply the equation (6) in (8). That leads 
us to the following equation: 

 
pg

i
i

I
f

h

 
 − =
 
 

 (9) 

By the equation (9), we find (10): 

 ( )p ig i
I hf= −  (10) 

By applying the sum to (10), we find: 

 ( ), ,n g p i n fg i
F I h f hQ

Ω Ω
= = − = −∑ ∑  (11) 

So, the Residual Function Number ,n gF  of the 
primitive g  is proportional to the Main Function Number 

,n fQ  of the derivative f  like we precise by the equation 
(12). 

 , ,n g n fF hQ= −  (12) 

As the Main Function Number of f  ,n fQ  is known; 

by (12) we find the Residual Function Number of g  ,n gF . 

2.4. Transformation of a Function Number to 
an Analytic Function 

For transforming ,n gF  to an semi-analytic function 

( )g x , the first step is to calculate the homogeneous residual 
current ,ph gI  of the function g . ,ph gI  represents the 

average value of the residual current pgI . It is determined 

by dividing the Function Number ,n gF  by the number of 
nodes N  in the ensemble Ω  like presented by (13). 

 ,
,

n g
ph g

F
I

N
=  (13) 

By summing the expression (3) 1i i piI I I+ = −  from 
0i =  till 1i N= − , we find (14). 

 0N nI I F= −  (14) 

By applying (14) in the case of our function g , we find 
(15). 

 , 0, ,N g g n gI I F= −  (15) 

We also know that: 

 , 1, ,N g N g ph gI I I−= −  (16) 

The relation (16) shows that I  is an arithmetic 
sequence of ratio ,ph gI− . So, the sum of its terms 

, ,i g i n gI g Q
Ω Ω

= =∑ ∑  is presented by (17). 

 0, , ,
,

2
2

g ph g n g
n g

I I F
Q N

+ − 
=   
 

 (17) 

As we found ,n g iQ g
Ω

=∑ , we can deduct the variable 

function ( )g x ax b= +  by determining the constants a  
and b . The form of ( )g x  can vary. The person who 
makes the calculus is free to use another type of function. 
We advise people that the type of the function ( )g x  must 
be the same than its derivative ( )f x . If ( )f x  is an 
exponential function, ( )g x  is also. In general, the type of 
the primitive ( )g x  is a monotonous polynomial. 
Therefore, we choose ( )g x ax b= + . The only condition 
to respect is that the derivative of ( )g x , ( )f x , must be 
monotonous in the ensemble Ω 2. In addition, the form of 

( )g x  must also depend on the conditions given in the 
exercise. If we have, for example, three conditions to 
apply, we must choose ( )g x  on the same basis, for 

example: 2( )g x ax bx c= + + . 
In our case, to find a  and b  we must have two 

conditions. The first one is a compulsory condition that 
any person must use when he uses this method. This 
condition is given by (18). 

 , 0 1 1( ... )n g NQ a x x x bN−= + + + +  (18) 

The second condition is associated to the initial or the 
boundary condition (19). 

 0, 0 0( )gI g x ax b= = +  (19) 

After determining a  and b , we find the semi-analytic 
expression of the primitive ( )g x . 

2.5. The Derivative of Function 
The function t  is known. We consider a function u  

derivative of t  define on the ensemble Ω  such as: 

 ( ) dtu x on
dx

= Ω  (20) 

At present, we want to find the Main Function Number 
of u  ,n uQ . 

To begin, we apply the equation (6) by using the 
functions u  and t . The result is presented by (21). 

 pt
i

i i

Itu
i h

 ∂ = = −    ∂   
 (21) 

By applying the sum to (21), we get (22): 

2 If the derivative function ( )f x  is not monotonous in Ω , its primitive 

( )g x  will be studied as a piecewise function in the ensemble Ω  
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 ( )1
i pt ii

tu I
i hΩ Ω Ω

∂ = = − ∂ 
∑ ∑ ∑  (22) 

This leads us to write the following equation: 

 , ,
1

n u n tQ F
h

= −  (23) 

With ( ),n t pt i
F I

Ω
=∑  and ,n u iQ u

Ω
=∑  

By using the equation (15), we have: 

 , 0, ,N t t n tI I F= −  (24) 

So, we deduct ,n tF  as the following: 

 , 0, , 0( ) ( )n t t N t NF I I t x t x= − = −  (25) 

So, to find ,n uQ  we form the following system (26) 
composed of the equations (23) and (25): 

 , ,
1

n u n tQ F
h

= −  (26) 

 , 0, , 0( ) ( )n t t N t NF I I t x t x= − = −  

,N tI  is outside of the current mesh or ensemble Ω . The 
mesh is composed of elements from 0x  till 1Nx − . ( , )I N t  
represents a boundary condition of ( )t x . 

As we have ,n uQ , we can find the semi-analytic 
function of u . The method remains the same like we did 
for the primitive. The first step is to represent ( )u x  as a 
polynomial (27): 

 ( )u x ax b= +  (27) 

Now, we must find the constants a  and b  by applying: 
-  the compulsory condition: 

, 0 1 1( ... ) *n u NQ a x x X b N−= + + + +  
And 
-  the initial condition or boundary condition: 

0 0( )u x ax b= +  / ( )N Nu x ax b= +  

2.6. Multivariable Functions 
In this section, we consider a function with two (02) 

variables: i  and j . We note I  its main current and pI  

its residual current. j
pi

I  is the residual current in the 

direction i  at the node ( , )i j . i
p j

I  is the residual current 

in the direction j  at the node ( , )i j . That means 
1

j
pi

I
−

 is 

the residual current in the direction i  at the node ( 1, )i j− . 
This is the rule of presenting the expressions in this article. 
The derivatives of I  are given by the following equations: 

 
( , )

j
pi

ii j

II
i h

∂  = − ∂ 
 (28) 

 
( , )

i
p j

ji j

II
j h

 ∂
= − ∂ 

 (29) 

 

2

( , )

1

i j

i j j
p p pj i i

j i j

I I
i j i j

I I I

i h h h
+

   ∂ ∂ ∂
=    ∂ ∂ ∂ ∂  

  −∂  = − = ∂  
 

 (30) 

If i jh h h= =  (30) becomes (31): 

 
2

1
2

( , )

j j
p pi i

i j

I II
i j h

+
− ∂

=  ∂ ∂ 
 (31) 

 ( , )

ij
pp ji

i j

III IdI i j
i j h h

∂ ∂
= + = − −
∂ ∂

 (32) 

If i jh h h= =  (32) becomes (33): 

 
( , )

( , )

j i
p pi j p

I I I i j
dI i j

h h

+
= − = −  (33) 

 
2

1
2 2

( , )

j j
p pi i

i j

I II
i h

−
− ∂

=  ∂ 
 (34) 

 
2 1
2 2

( , )

i i
p pj j

i j

I II
j h

−
− ∂

=  ∂ 
 (35) 

 

2 2
2

2 2
( , ) ( , )

11
2 2

1 1
2

( , )

( , )

i j i j
i ij j
p pp p j ji i

j i
pp pi j

I Id I i j
i j

I II I

h h
I I I i j

h

−−

− −

   ∂ ∂
= +      ∂ ∂   

−−
= +

+ −
=

 (36) 

With: 

 ( , ) ji
p p pj i

I i j I I= +  

2.7. Method for Solving Differential 
Equations 

The resolution of a differential equation is very simple. 
The method consists to apply the derivatives equations in 
the differential equation like we propose in the following 
example (37): 

 ( , )g g f x y
x y
∂ ∂

+ =
∂ ∂

 (37) 

 



54 American Journal of Applied Mathematics and Statistics  

To solve the differential equation, we must begin to 
apply (28) and (29). So, we can write the following 
equation: 

 
,, ( , )

ij
p gp g ji

II
f i j

h h

 
 − + = 
 
 

 

The variable i  is associated to x , and j  is associated 
to y . 

 ( , )
, ( , )i j

p gI hf i j= −  

By summing this precedent equation, we find directly 
the solution ,n gF  like seen by (38): 

 , ,n g n fF hQ= −  (38) 

The reader is invited to transform ,n gF  to an analytic 
function. The method remains the same than what we 
explain in the subsection 2.4. 

2.8. Mathematical Properties 

2.8.1. Basic Properties 
In this subsection, we establish the mathematical 

properties of the Functions Numbers. There are the 
followings: 

If we consider two functions f  and g  defined in Ω  
and their respective Main Function Number ,n fQ  and 

,n gQ , we can write: 

 , ,( )i i n f n gf g Q Q
Ω

+ = +∑  (39) 

 , ,( )i i n f n gf g Q Q
Ω

− = −∑  (40) 

 , *( * )i i n f gf g Q
Ω

=∑  (41) 

 
,

( )i
fni g

f
Q

gΩ
=∑  (42) 

 
,n f

f Qα
α

Ω
=∑  (43) 

To find the properties of ,n fF , ,n gF  and the 

corresponding functions f  and g , we must replace ,n fQ  

and ,n gQ  like shown by the equation (17) in (39), (40), 
(41), (42) and (43). 

2.8.2. The Law of Nodes 
The Figure 2 represents the mesh in which there are 

some nodes: the node A  which is the intersection of two 
(02) elements, the node B  which is the intersection of 
three (03) elements and the node C  which is the 
intersection of four (04) elements. The element is a 
segment between two nodes. 

 
Figure 2. The mesh 

We consider the residual current of these nodes pI . We 

call j
pi

I  the residual current of each node in the x  axis or 

direction. And i
p j

I , the residual current of the nodes in 

the y  direction. So, we define pI , j
pi

I  and i
p j

I  as the 

following: 

 ( , ) j i
p p pi j

I i j I I= +  (44) 

For the node A , we have: 

 
( , )
2

pj i
p pi j

I i j
I I= =  (45) 

For the node B , we have: 

 2 ( , )
3

j
ppi

I I i j=  (46) 

 1 ( , )
3

i
pp j

I I i j=  (47) 

For the node C , we find: 

 2 1( , ) ( , )
4 2

j
p ppi

I I i j I i j= =  (48) 

 2 1( , ) ( , )
4 2

i
p pp j

I I i j I i j= =  (49) 

3. Applications 

3.1. Function 1: Integral 
Calculate: 

2( ) exp( )g x x dx= ∫  on [0,1[Ω =  

0,1h =  
(0) 1g =  

We call 2( ) ( )f x exp x=  
- Variation Study of f : 
f ′  is the derivative of f  

2( ) 2 exp( )f x x x′ =  
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In the interval [0,1[Ω = , 0f ′ >  ⇒  f  is monotonous 
in Ω . So, we do not have a piecewise primitive. We can 
apply the Function Number Method (FNM). 

Remark: If the function f  was not monotonous in Ω , 
we would consider g  as a piecewise function defined in 
the semi-intervals of Ω . 

- Integral calculus: 
As g  is the primitive of f , we can write: 

,
,( ) p gi

i p g ii

Idg f x f I hf
dx h

= ⇒ − = ⇒ = −  

By applying the sum, we get the following expressions: 

 , , ,p g i ni g n fI h f F hQΩ Ω = −Σ = − Σ ⇒  

As the function f  is known, we can calculate 

,n f iQ f
Ω

=∑ . 

We find , 13,812606n fQ =  

So, we deduct , 1,3812606n gF = −  
- Calculation of the homogeneous residual current 

,ph gI : 

,
,

1,3812606 0,13812606
10

n g
ph g

F
I

N
−

= = = −  

- Calculus of ,n gQ : 

0, , ,
,

2
2

g ph g n g
n g

I I F
Q N

+ −
=  

10N = , 0, (0) 1gI g= =  

We find , 16,2156727n gQ =  
- Initial Condition: 
We propose g  as a polynomial ( )g x ax b= + . So, we 

must find a  and b : 
(0) 1g b= =  

- Compulsory condition: 
The compulsory condition is the following: 

9

,
0

*n g i
i

Q a x b N
=

= +∑  

We find 1,3812606a =  
- Semi-analytic Solution: 
The solution of our integral calculus is: 
( ) 1,3812606 1g x x= +  
The Figure 3 shows the numerical application for the 

calculus of the primitive g . 
The Figure 4 represents the curves of our semi-analytic 

solution (blue) and the solution obtained by applying the 
Finite Difference Method (FDM) (orange). 

 
Figure 3. Numerical application of the primitive g(x) 

 
Figure 4. The curves of results found by FDM and FNM 
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3.2. Function 2: Derivative 
Find u  the derivative of t  such as: 

 ( )t x x=  

dtu
dx

=  on [0,1[Ω =  

1(1)
2

u =  (boundary condition3). 

0,1h =  
- Variation Study of ( )t x : 

( )t x x= , so ( ) 0t x >  in Ω . 
The function ( )t x  is monotonous in Ω . So, ( )u x  is not 

a piecewise derivative function. 
- Derivative calculus: 

,p ti
i

i

Idtu
dx h

 = = − ⇒ 
 

 

By applying the sum, we get: 

, ,
1

n u n tQ F
h

= −  

By (24) we know that: 
, 0, , (0) (1) 0 1 1n t t N tF I I t t= − = − = − = −  

, 1n tF = −  

So, , ,
1 ( 1) 10 10

0,1n u n uQ Q= − − = ⇒ =  

- Conditions: 
We consider u  as a polynomial function: ( )u x ax b= +  
Compulsory condition:  

9

,
0

10 4,5 10n u i
i

Q a x Nb a b
=

= + ⇒ = +∑  

Boundary condition: ,
1(1)
2N uI u= =  

We find the following values: 
0,9090909a = −  and 1,40909090b =  

- The semi-analytic solution: 
We find the semi-analytic solution:  

( ) 0,9090909 1,40909090u x x= − +  
The Figure 5 represents the numerical application 

details about the calculus of the semi-analytic solution 
( )u x . The gap represents the difference between the 

analytic solution 1( )
2

u x
x

=  and our semi-analytic 

solution ( ) 0,9090909 1,40909090u x x= − + . 
The Figure 6 represents the curves of the semi-analytic 

derivative ( )u x  (orange) and the exact derivative (blue). 

3.3. Differential Equation 1 
Find y  such as: 

2y y x′′ ′+ =  on [0,1[Ω =  

3  If the boundary or the initial condition is not given, consider 
(0) (0)u t=  or (1) (1)u t=  

(0) 0y =  
0,1h =  

- Variation Study: 
The differential equation can be written as the 
following: 

2

2 ( )d y dy f x
dxdx

+ =  

with ( ) 2f x x=  
( ) 0f x′ >  in Ω  

So, f  is monotonous, y  is not a piecewise function in 
Ω . 

- General calculus: 
To solve this problem, we apply the equations (7) and 
(6) in our differential equation. So, we get the following 
expression: 

, , ,1
2

p y p y p yi i i
i

I I I
f

hh
− −

− =  

By calculating and reducing to the same denominator, 
we get: 

2
, ,1 (1 )p y p y ii iI h I h f− − + =  

By applying the sum to the precedent expression, we 
get: 

1 1 1
2

, ,1
1 1 1

(1 )
N N N

p y p y ii i
i i i

I h I h f
− − −

−
= = =

− + =∑ ∑ ∑  

We know that: 
1

, , , , ,1 2 2 1
1

, ,0

...
N

p y p y p y p y p yi N N
i

n y p y

I I I I I

F I

−

− −
=

= + + + +

= −

∑  

1

, , , ,1 0 1 2
1

, ,1

...
N

p y p y p y p yi N
i

n y p yN

I I I I

F I

−

− −
=

−

= + + +

= −

∑  

1

1 2 1 , 0 , 0,
1

...
N

i N n f n f f
i

f f f f Q f Q I
−

−
=

= + + + = − = −∑  

By replacing these different relations in the main 
equation, we get: 

2
, , , , , 0,1 0(1 )( ) ( )n y p y n y p y n f fNF I h F I h Q I−− − + − = −

 
By calculating, we reach this following equation: 

2
, , , , 0,0 1(1 ) ( )n y p y p y n f fNhF h I I h Q I−− + + − = −  

- Approximation: 
To solve the problem, we make the following 
approximation: 

,
, , ,0 1

n y
p y p y ph yN

F
I I I

N−= = =  

By replacing this approximation in the precedent 
equation, we find: 

, , 2
, , 0,(1 ) ( )n y n y

n y n f f
F F

hF h h Q I
N N

− + + − = −  

This leads to: 

, , 0,
1( 1) ( )n y n f fF h Q I
N
− = −  

 

                                                           



 American Journal of Applied Mathematics and Statistics 57 

And we find the Residual Function Number ,n yF : 

, 0,
,

( )
1
n f f

n y
hN Q I

F
N
−

=
−

 

9

,
0

( ) 9n f i
i

Q f x
=

= =∑  

By applying the numerical application, we get: 
, 1n yF = −  

- Homogeneous residual current: 
,

, 0,1n y
ph y

F
I

N
= = −  

- Main Function Number ,n yQ : 

0, , ,
,

2
4,5

2
y ph y n y

n y
I I F

Q N
+ −

= =  

- Semi-analytic solution: 
We consider the solution y  as polynomial function: 
y ax b= +  

To find the constants a  and b , we apply the initial 
condition and the compulsory condition: 

 

(0) 0y b= =  (initial condition) 
9

,
0

n y i
i

Q a x
=

= ∑  (compulsory condition) 

1a =  
Finally, the solution is ( )y x x=  
By the first view, it seems like our semi-analytic 

solution is not correct. But, it is right. The numerical 
application testifies its correctness. We precise that our 
solution is not an exact solution but a strong approximate 
solution. The Figure 7 shows the numerical application 
details concerning our semi-analytic solution ( )y x x= . 
By the analytic method, we found the exact solution of  
the differential equation. The gap represents the  
difference between our solution and the analytic solution 

1 1 exp( )
1 exp( 1) exp( 1) 1

y x= + −
− − − −

. The exact solution 

has been found by adding a new condition (1) 1y = . This 
result shows that the Function Number Method permits to 
find the solution of any mathematics problem. 

 
Figure 5. Numerical application of the derivative u(x) 

 
Figure 6. The curve of the semi-analytic and the exact solution 

 
Figure 7. Numerical application details of y(x) 
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Figure 8. The curve of semi-analytic and analytic solution 

The Figure 8 represents the curves of our semi-analytic 
solution (orange) and the analytic solution (blue). 

3.4. Differential Equation 2 
We consider the following differential equation: 

 2 1 [0,1[y y x on′ + = + Ω =  

(0) 1y =  
0,1h =  

- General calculus: 
To solve this problem, the differential equation can be 
directly written as: 

( )dy y f x
dx

+ =  

with 2( ) 1f x x= +  
( ) 0f x′ >  in Ω⇒  ( )f x  is monotonous in Ω . So, y  

is not a piecewise function. 
So, we have: 

,
,

p yi
i y i

I
I f

h
− + =  

By applying the sum, we get: 
1 1 1

, ,
0 0 0

1 N N N

p y i y ii
i i i

I I f
h

− − −

= = =
− + = ⇒∑ ∑ ∑  

, , ,
1

n y n y n fF Q Q
h

− + =  

By applying the relation (17) as the following, we can 
deduct ,n yF  (50): 

0, , ,
,

2
2

y ph y n y
n y

I I F
Q N

+ −
= ⇒  

We also replace ,
,

n y
ph y

F
I

N
=  in the expression of 

,n yQ , we get ,n yF : 

, 0,
,

2( )
1

n y y
n y

Q I N
F

N
−

=
−

 

By replacing ,n yF  in the last form of our differential 
equation, we get: 

, 0,
,

(1 ) 2
(1 ) 2

n f y
n y

h N Q I N
Q

h N
− −

=
− −

 

After finding ,n yQ , it comes easy to transform it to a 
semi-analytic solution. 

- Semi-analytic solution: 

We calculate 
9

,
0

( ) 12,85n f i
i

Q f x
=

= =∑  

And , 10,8844828n yQ =  
We choose the solution y  as the following polynomial: 

( )y x ax b= +  
By applying the initial condition (0) 1y =  and the 

compulsory condition 
9

,
0

n y i
i

Q x Nb
=

= +∑ , we find the 

constants a  and b : 
0,19655172a =  and 1b =  

Finally the solution is: ( ) 0,19655172 1y x x= + . 

 
Figure 9. Numerical Application of y(x) 

 



 American Journal of Applied Mathematics and Statistics 59 

 
Figure 10. The Curve of the semi-analytic and analytic solution 

The Figure 9 presents the numerical application details 
of the calculus of our semi-analytic solution y . The 
analytic solution of this differential equation is 

22exp( ) 2 3y x x x= − − + − + . 
The Figure 10 represents the curves of the two 

functions: semi-analytic (blue) and analytic (orange) 
solution. We can see how the Function Number Method 
offers a precise approximation. 

3.5. Differential Equation 3 
We consider the following types of differential 

equations: 
( ) ( ) ( ) ( )h x y t x y f x y g x′′ ′+ + =  

or 
( ) ( ) ( )t x y f x y g x′ + =  

For example, we have: 
2( 1)y x y x′ + − =  on [0,1[Ω =  

0,1h =  and (0) 0y =  
So, 

( ) 1f x x= − , 
2( )g x x=  

- Approximation: 
To solve this kind of differential equation, we apply the 

same rule. So, we have: 
,

, , , ( )p yi
i f i y i g i

I
I I I g x

h
− + = =  

,i fI  = ( )if x  in Ω . The value of ,i fI  is variable in Ω . 
So, it prevents us to continue to solve our differential 

equation. But, we can solve the problem by establishing 
an approximation of ,i fI  as ,h fI . ,h fI  represents the 

homogeneous main current. It is an average of ,i fI  in the 
ensemble Ω . 

,
,

,

i i f
n f

h f

f I
Q

I
N N N

Ω Ω= = =
∑ ∑

 

By applying the sum to our precedent differential 
equation form, we get: 

, , , ,
1

n y h f n y n gF I Q Q
h

− + =  

By replacing ,n yF  by its expression of (50), we get 

,n yQ : 

, 0,
,

,

(1 ) 2
(1 ) 2

n g y
n y

h f

h N Q I N
Q

h N I
− −

=
− −

 

- Semi-analytic solution: 
, 2,85n gQ =  

, 0,55h fI = −  

, 1,70431894n yQ =  

We consider our solution as a polynomial y ax b= + . 
By applying the compulsory condition and the initial 
condition, we get the values of a  and b : 

0,37873754a =  
0b =  

The solution of our differential equation is 
0,37873754y x= . 

The Figure 11 presents the numerical application. 

 
Figure 11. Numerical application 
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Figure 12. The curves of solutions 

The Figure 12 represents the curves of our  
semi-analytic solution (blue) and the exact solution 

(orange) 21( ) 1 exp( )
2

y x x x x= + − − . 

4. Conclusion 

In this article, we have presented a new type of  
function that we called: the Function Number. The 
Function Number is simply a real number which 
represents a variable function. To transform any variable 
function to a Function Number, there is a simple 
methodology that we have presented in the section 2. The 
use of the Function Number is so easy that it permits to 
solve complex mathematical problems. The Function 
Number can be used for integral calculus, for deriving 
variable functions and also for solving differential 
equations.  In the last section, we have proposed some 
applications to verify the precision of the results given by 
the Function Number Method. This new methodology 
permits to solve some unsolved mathematics problems; 
like integral calculus and differential equations in Physics 
and Engineering. 
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